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This proje~t add-esses the problems involved in developing an
'f interactive software system that integrates adaptive and nonlinear control f
drsign procedurss with a real-tim« processor for implementation. The

proposed system implements complex control laws in the laboratory for rapid ¢

s testing evaluation and tuning. Recent hardware cevelopment and software
m-thodologies form the basis of compu'er-aided contrel system design (CACSD)

procduts. The two basic elements defined in the study are:

Il (1) & user friendly CACSD software package for product development
an? vzlidation of control laws using simulation models

(2) A real-time hardware system which can automatically implement
controil laws designed by the CACSD software package, without
reai-time programming.

Il The products proposed under this project wili significantly reduce *

engineering deovelopment time. Many new applications will occur as more and .

mare improved CAE tools are available and the designed control laws can be

rz»idly verified in the laboratory. The hardware will be capable of

{ imple nting op‘imal trajectories allowing more economical operation of

process : ants and automated manufacturing lines., Advanced control,

guidance, -d estimation methods will be introdu~ed into operational systems

rapidly sinece “evelopment times and risks will be reduced. Easy to use {

laboratory test ' nls will eventually change policymaker's decisions on

: appropriate fundin, 'evels for new complex systems deve10pmene.
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SECTION 1
PROJECT OVERVIEW

1.1 NEEDS IN COMPUTER-AIDED CONTROL SYSTEM DESIGN (CASD)

The high performance requirements and complexity of modern weapons,
engines, and chemical processes have made it necessary to use sophisticated
control logic. In addition, systems must operate efficiently over a wide
range of conditions, providing the incentive to develop an
"intelligent/adaptive" feedback controller. The controller must be able to
implement in real-time and on-line most design functions now performed off-
line by the control engineer. To realize this aim, both a theory of
stability and performance of such inherently nonlinear controls is
essential. It must also be possible to implement such complex control laws
in the laboratory for rapid testing evaluation, and tuning. Recent
advances in semiconductor technology and architectures have made it

practical to rapidly achieve such implementation.

Two principal capabilities are needed for rapid development and

testing of control laws:

(1) a user-friendly control design computer-aided-engineering (CAE)
software package for development and validation of control laws
using simulation models, and

(2) a real-time hardware system which can automatically implement
control laws designed by the CAE software package. No real-time
programming should be necessary.

Unfortunately, a user-friendly software system which can work in
conjunction with a compatible real-time processor is currently not
available. Typically, practical synthesis is limited to a trial-and error
time consuming procedure. With the help of an interactive software system
that integrates adaptive/ nonlinear control design procedures and real-time
processor implementation, the overall set-up time in the control design

cycle can be reduced significantly.

2
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The objective of this Phase I activity is to define a hardware and

software real-time system with capability to demonstrate successful

nonlinear and adaptive control for aerospace systems in laboratory hardware-
in-the-loop testing. The Phase 1 study has established the usefulness and

feasibility of developing an integrated CACSD system.

1.2 SUMMARY OF PHASE I RESEARCH - THEORY DEVELOPMENT AND FEASIBILITY STUDY

The Phase 1 research (period of parformance is 15 September 1984 to 14
March 1985) obtained quantitative measures for the performance and stability
of adaptive control systems. Results to date have established the

following:

(1) Conditions for robustness, stability, and performance with
respect to unmodeled plant dynamics and disturbances.

(2) Regions and rates of convergence with respect to unmodeled
dynamics and disturbances.

These results extend the theory of adaptive control to imore practical
engineering environments. They also provide the means to monitor the
stability, performance, and convergence of adaptive systems during
transients. Thus, the theory establishes engineering guidelines for an
outer control loop whose purpose is to coordinate system performance and to
pro;ide intelligence for changing plant parameters and operating conditions.
These results are also directly applicable to nonlinear and multi-rate

control laws for nonlinear systems.

The results produced in Phase I are the product of several years of

collaborative efforts to develop a theory of robustness for adaptive

systems. A summary of the Phase I research is contained in Section 2,
Related selected references include Kosut and Friedlander (198~, 1985), F]
Kosut and Anderson (1984. 1985) and Kosut and Johnson (1984, see-also A

Appendix A). .




1.3 SUMMARY OF PREVIOUS WORK AT ISI - REAL-TIME IMPLEMENTATION

Concurrent with the Phase I theory development, ISI has also pursued
the development of a real-time control processor which is capablé of
implementing nonlinear control laws, including parameter adaptive control,
on-line system identification, and gain-scheduled control. This work is
currently being supported in part by irternal funding and by the U.S. Army
"AMCCOM). Past support has also come from the U.S, Air Force (AFWAL). The
real-time processor utilizes the same data structures as ISI's existing

simulation and analysis software product MATRIX, (see Section 3). Hence,

X
candidate designs can be rapidly implemented and tested in a laboratorv
environment.

ISI's processor is named the MAX 100 (MATRIX, Architecture Executive).

X
The MAX-100 will be an essential element for testing prototype control laws

and provides:
(1) rapid implementation of control laws - no real-time code need be
written;
(2) extensive diagnostics for debugging;

(3) easy maintenance - MAX-100 shares model catalogs and data bases
with MATRIXX.
A det iled discussion of these issues can be found in a paper by Shah,
Walker, and Saberi (1985) included as Appendix B. Other references include

Walker, Shah, and Gupta (1984) and Shah, Floyd, and Lehman (1985).

Though the development of this processor has provided significant ]
experience in real-time control systems, further work is needed to develop a
complete system for aerospace use,

1.4 SCOPE OF REPORT

The next section is orgaanized to emphasize the parallel development ,;

of the software simulation/analysis toolkit and the compatible architecture

[
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and building of a real-time processor. The theory is reviewed followed by =

description of required hardware architecture.

Section 3 contains an overview of related work. Basic references and

appendices on adaptive control complete this report.
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SECTION

RESULTS OF PHASE 1 RESEARCH

This section provides a detailed summary of Phase I results. The
Section is divided into a discussion first of software tools for adaptive
and nonlinear algorithms, and then a discussion of real-time processor

implementation issues.

2.1 SOFTWARE TOOLS FOR ADAPTIVE SYSTEMS

Successful implementation of adaptive systems requires close attention
to theoretical algorithmic aspects and hardware/software compatibility.
Adaptive control schemes have the generic form shown in Figure 2-1 and

differ only in internal characteristics such as:

(1) model parametrizations
(2) parameter adaptive algorithms

(3) control design algorithms

The basic software tools which are needed for analysis of adaptive

systems include:

~

{1) Interactive graphical block diagram manipulations.

(2) Analysis tools for evaluating system performance, e.g., stability
and parameter convergence.

The MATRIXX software system currently incorporates the SYSTEM BUILD
feature (see Section 3) which is capable of general block diagram
manipulation, but will have to be specialized further for adaptive system

forms.
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Disturbances

Inputs Outputs

————— System

Parameter
FD estimator
! ! Parameters

Control law C:

Objectives

Figure 2-1., Adaptive Control System

Specifically, the software tools should allow the user to select from
a catalog of standard adaptive system algorithms corresponding to the
internal characteristics listed above. For example, the user could select

from the following types of catalogs:

Model Control Design Adaptation

ARMAX Model Reference Gradient

State-Space Self-Tuning Recursive Least Squares
Pole-Placement Recursive Max Likelihood

Extended Kalman Filter

N
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Within each sub-topic the user would then be given a more detailed
choice based on more detailed characteristics and a priori system knowledge
of dynamics and disturbances. Of course, the experienced user can by-pass

those choices and create any other algorithm,

The tools needed for evaluating performance do not depend on the user
choice. These tools include testing operators for SPR (strict positive
real), and testing signals for persistant excitation. forming the ODE (Ordi-
nary Differential Equation), and performing averaging analyses. The

following subsections briefly describe these tests.

2.1.1 SPR Condition and Testing

The SPR condition arises in the proof of stability of practically all
adaptive schemes, e.g. Kosut and Johnson (1984) and Appendix A. Hence, it
is very important to provide the means to test that the SPR condition holds.
This will involve both on-line and off-line testing proceedures. For
example, in analyzing a particular combination of zdaptive algorithm and
system model, the SPR test is off-line. 1In the case where the algorithm is

being implemented in the real-time processor, the test is on-line.

To illustrate how the SPR condition arises, consider a system in ARMAX

~

form,

Atq My, = B(q Du, + Cla v,

where A, B, and C are polynominals in the delay operator q—1, i.e., q—1xt =

Xp_q- A typical identification model of the above system has the linear

predictor form

i
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However, the actual (optimal stationary) predictor is
T
1 Oo ¢t-1

where eo consists of the coefficients in A(q—1) and B(q-1). As a result of
this approximation the SPR condition arises to prove stability, e.g.,
[C(q-1) - %] should be SPR for the least squares update and C(q-1) should be
SPR for the gradient update (see e.g., Ljung and Soderstrom, 1983, or
Goodwin and Sin, 1984),

By stability is meant that the parameter estimates and all relevant
signals are bounded. The parameter estimates may not converge to the true
value nor to any fixed value. Conditions for parameter convergence involve
a richness in frequency content of the regressor vector ¢(t), refered to as

persistent excitation, which is discussed below.

A multivariable transfer matrix H(q_1) can be tested for SPR in the

1

frequency domain (Desoer and Vidyasagar, (1975). The result is that H(q ) -

is SPR if and only if the transfer matrix

1,,-1 “

G(q 1) = (I + H(q 1)) B

is stable and -

\
Je - =1
O max [G(e” )] < 1, n<p<m :

where O max denotes the maximum singular value. Once having obtained H(q-1)
it is a straightforward matter to perform the singular value test using
existing MATRIXX software. The difficult part is to obtain H(qf1) in the

first place, for a given adaptive system. The requisite H(q_1) depends on

the algorithm and tools needed to obtain it both on line and off-line, (see *1

Kosut and Johnson, 1984 in Appendix A for a precise definition of H(q—T)). -

A

-
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2.1.2 Persistent Excitation

When the appropriate operator H(q‘1) is SPR, the adaptive system is
stable and, hence, the adaptive parameters are bounded. To guarantee
parameter convergence requires that the regressor vector ¢(t) is PE
(persistently exciting), i.e., there exists an integer N and a positive

constant a such that

s+N-1
S B S LIC S R ™
t=8

for all integers s, where Xmin is the minimum eigenvalue (see e.g. Anderson
and Johnson, 1982). The ability to perform the PE test is a necessary tool

for on-line and off-line monitoring of adaptive system performance.

2.1.3 Tools for ODE Analysis

The ODE (Ordinary Differential Equation) analysis for adaptive
systems, developed by Ljung (1977), is used to determine the adaptive system
asymptotic behavior, The basic idea is that the parameter estimates 6(t) of

the adaptive system:

’
[4
}_C
-

Plant :,'—'_

=N

Certreller

v v)

1
L 1dem1ifscotsor

Uiu)

Figure 2-2. Basic Structure for ODE Analysis
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will asymptotically approach the trajectories of the ODE:

d 2 _ o less
at © =R f(0)

d 3) -
S R = G(®) - R _

The nonlinear functions F and G can be estimated using the covariance
estimate P(t) and the known plant/controller combination (see Ljung, 1977

for details).

The ODE analysis is based on a theory of stochastic averaging and
assumes that the parameters are near convergence. Hence, the results -—
provide necessary conditions for convergence. More general averaging
results are described next. These results, in some cases, are necessary and

sufficient for parameter convergence.

2.1.4 Tools for Averaging

- Adaptive algorithms generally have the form

B(t) = B(t-1) + € £(t-1,0(t-1),E(t-1))

E(t) g(t—1,6(t-1).£(t-1))

where O(t) is the adaptive parameter estimate and E(t) is a vector
consisting of all other system states. The functions f and g correspond to
the algorithm and system description. respectively. The parameter ¢ is the ﬂ

step-size. When € is small we can analyze the "average" system

11
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- 8(t) = 0(t-1) + ¢ F(8(t-1))

. s+n-1

where f£(0) = f(t,0,0)

2|
~1 4+

Thus O(t) is "slow" compared to the "fast" states £(t). In the case when
the system is linear the convergence properties of the averaged system can
be determined in the frequency domain using a generalized positivity test of

the form,

w * .
Mnin {mzo Re[a a "] Re [H(e*m)]} > o

where an and W are, respectively, the Fourier series coefficients and
exponents of the regressor vector, and H(q_1) is the operator as defined in
Section 2.1.1 (see e.,g. Riedle and Kokotovic, 1984; Kosut, Anderson, and
Mareels, 1985).

N

This condition is significantly weaker than the usual SPR condition
Re(Her) > 0 which is tested for all frequencies w. The above averaging

p test is a sum and Re H(ejw) > 0 is required only when Re [amam*] is large.

The class of signals which can be tested in this way is larger than
those allowed in the ODE theory. Also, the test is easily implemented by
using the standard signal analysis techniques to find the Fourier series of
a function., One immediate result is that if the test fails it is possible
to augment the input signals in the frequency range where more signal is
o needed. Those features are easily incorporated into the algorithm as well E

¢ as the real-time system.
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2.2 NONLINEAR CONTROL DESIGN BY GAIN SCHEDULING

Adaptive control can be considered as a nonlinear control with a
special structure. A highly successful approach to nonlinear coiitrol design
which shares this same special structure, is gain-scheduling. 1In fact, this
approach can be applied to any nonlinear control problem. Because parameter
adaptive control and gain scheduling control share the same basic structure,
the real-time processor and software/simulation toolkit can easily provide
for both. The following discussion illustrates the basic requirements for

gain scheduling

A typical gain-scheduled control system is shown in Figure 2-3, where P is
the plant (aircraft), d is an output disturbance, and C is the gain-
scheduled controller, whose gains are scheduled as a function of the actual
trajectories (u,y). Note that C maps output error signals ;:=§—y into

control error signals u = u - u.

The first step in obtaining C is to design a collection of linear
controllers based on linear models, each corresponding to a particular
reference trajectory (ﬁ.}). Thus, the resulting controller gains are a
function of the reference condition (ﬁ,;). The control gains are then
"scheduled" as functions of the actual condition (u,y) to achieve a

continuous nonlinear control throughout the operating envelope.

Controller

el

e}

+

— Gem— — ommp— pmm—

Figure 2-3. Gain-Scheduled Control System

Tt

L R T I T AU
YN el S Tl Gt Tl YT YT




r_t,_,ﬁ,_.‘ A R N T T ————r—" MR Annit Sage sl et iafe Mt St i el 2hait Maah SR MR Z0 - SR it & i S-S S e e o6 T T YT I TV

o

Scheduling the gains can be accomplished using a variety of interpola-
.' tion or regression fitting schemes, The choice depends largely on the
capabilities of the hardware in which the algorithm will be implemented and
.- the complexity of the gain schedule. This technique is well established,

having been applied to many flight control systems.

The gain scheduling design procedure involves several models of the
actual plant P. A high fidelity nonlinear model, denoted by PNL is
developed either analytically from physical laws, or numerically from flight
data. Often, PNL’ is a combination of both. A set of reference
trajectories (ui,yi), i=1, ..., kK are determined from PNL’ i.e.,

y. =P u.,i=1, ..., kK

Each reference (ai,§i) generates a linear perturbation model, denoted

by PL . This model can be obtained as a first order perturbation of P
i
i.e.,

NL’

- ~ -2
LY PLiu + o[ Jul [9)

PNL(ui+ u) = P

Reptating for k selected flight conditions (ﬁi,§i), i=1, ..., k yields a

corresponding collection of linear models {PL ,...,PL }. In the case when
1 k
’ (ui,yi) is an equilibrium then Uy and y; are constants and PL is LTI. When

i
(ui.yi) is a2 dynamic trajectory then PL is LTV (linear time varying).
i
Usually only ~quilibria are selected, however, to fully account for the

behavior of high performance aircraft, it is necessary to consider dynamic

references as we.. as equilibrium references.
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Having determined a collection of linear models {PL ....,PL
1 K

corresponding to the k-nominal trajectories {(51,§1),...(ﬁk,§k)}, any number

of design techniques can be used to determine a set of linear controllers

1 Lk Li

ith trajectory (ai,§i). Connecting this collection of controllers as a

{CL y...C, }. The ith linear controller C is indirectly a function of the

function of the actual (u,y) is "gain scheduling". The resulting controller

C is nonlinear. The same scheduling procedure can be used to connect the

collection of linear models. The resulting nonlinear model is often
l: referred to as a "simplified nonlinear model", denoted by pSNL‘
L A fundamental issue in the gain-scheduling procedure is that there is
no theoretical justification that the resulting nonlinear (gain scheduled)

control will provide acceptable performance while the vehicle is in transit

from one flight/power condition to another. The difficulty lies in the fact
that the linear models are only known to be valid at specific conditions.

The effectiveness of the linear model PL in the neighborhood of the ith -
i
reference (ui,yi) can be evaluated from the test set-up shown in Figure 2-4. R

- + uy
Yy — y
. + 17
U ;
=
RN
-3
4
"
Figure 2-4., Model Error Set-Up ~
3
N
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Details on this nonlinear model error testing procedure can be found in

.’ Appendix C.

o 2.3 SYSTEM ARCHITECTURE

Multi-rate Control Laws on Multiple Processors

Multi-rate control laws refer to hierarchical control laws consisting
of systems with more than one sample rate. In the context of adaptive
control it is typical to perform identification update at a slower rate than

th~ cortrol law implementation,
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Note that each of the subsystems has a synchronous timing and can typically
be considered as performing a separate task. This decomposition corresponds
to the user-defined decomposition based on the functionalities of the
control law subsystem. Often these functionalities are defined by appealing

to separation of time scales.

Some of these tasks can be tied to a specific processor in the system.
In particular, D/A, A/D, and continuous signal prefiltering functions are
typically tied to a processor capable of performing analog 1/0. Those tasks

that run on the same processor have to share the computation resources.

Strategies for scheduling these tasks, assigning them to specific
processors, managing synchronization, and sharing of data among tasks
running on many processors requires a careful design. Implementation of
such a system requires significant effort in systems programming. Note that
each of the tasks have to be executed periodically. Failure to finish any
of the tasks on time constitutes a potential failure of the overall control

law. il

In order to ensure integrity of timing. a real-time clock must provide

interrupts for scheduling all periodic activities in the system.

Hardware Subsystems

Typical algorithms used for adaptive control and gain scheduled
control impose computational burdens that require special purpose hardware
for implementation if the parameter update rates exceed 20Hz on systems of

order ten or greater (see Shah, Walker, and Saberi, Appendix B).

Among the various functions required by such a hardware system are:

I. Analog to Digital to Analog conversion, Antialiasing filters with
programmable bandwidth. Accurately timed A/D and D/A operations
to provide clean data.




- v Va

II. High performance (2MFLOPS or more) floating pt. processor capable
- of performing the entire nonlinear block diagram update without
ll imposing system bus traffic overhead. Tasks that could be
performed in parallel should be split and loaded in individual
. floating point processors thereby increasing the overall
- throughput.

III. User interface, overall system management, disk I1/0 management

It is natural to specify an architecture where individual modules are

specialized to handle each of the three tasks above.
- Major vendors such as Intel, DEC, and Motorola provide modules which
provide general purpose machines in the form of single-board computers, disk

controllers, CRT/video controllers, etc.

Analog I/0 Module

There are numerous vendors that supply A/D, D/A cards for various
bases but most of them are specialized for Data-Acquisition rather than

real-time control so that clean data with simultaneous sampling of channels

at high throughput rates is not easily achievable. 1I/0 subsystems with

integral programmable antialiasing filters, accurate timing and low system j
overhead are not available and have to be designed. Such a module should .
also include autoranging capability for an increased numerical range (up to ,

20 Bits). The throughput rate per channel must be at least 5KHz. The g

analog I/0 module must work without needing servicing from other processors.

Floating Point Module i

High throughput numerical modules available from vendors such as SKY

computers can provide about 1MFLOPOS for vector operations. In order to

PV

achieve 5 to 10 MFLOP effective throughput a floating-point board

specialized for numerical functions involved in adaptive control  and

nonlinear control should be designed. Such a processor would have the

following basic architecture.

18
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Figure 2-6. Structure of the Simulation Engine

The floating point simulation engine consists of a fast multiplier and

a fast floating point ALSL for arithmetic operations such as add, subtract,
absolute value, fix-float conversions, normalization, and comparisons. The
register files above act as a high speed pipelined multipost switches
capable of routing both data and code at the speed of the two processing
elements (PE). The microcode ROM sequences orchestrates the activities of
the PEs and the register file switches. Local storage of data and instruc-

tions is on a high speed RAM on the left.

The key is to have all the computations required for function
evaluation in real-time control block diagram update performed on the high

speed floating point module with no intermediate system bus transfers.
This goal requires development of the following capabilities:
(1) Basic arithmetic operations +,-,¥%, divide, absolute comparisons.

(2) Square root, trignometric, and hypertrignometric functions, log
and exponential functions.
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(3) Vector operations,

(4) Individual block updates consisting of vector operations
X iq” F(xk,uk)
Yy = H(xk.uk)

(5) Individual subystem update consisting of block updates and
resolution of interconnections among blocks.

System Management and General Purpose Machines

Among the available microcomputer families and buses, Intel's Multibus
based single-board computers provide the best match for high performance and
functionality offered by their product line. An important criterion in
selecting Intel's family of products is the availability of hardware
floating point modules 80287 and 8087 along with a mature set of languages

and operating tools to handle the entire family of products.

Figure 2-7 describes one particular configuration currently being used

for a real-time control application.

2.4 REQUIREMENTS FOR SOFTWARE AND HARDWARE

. A representative toolkit for various phases of adaptive and nonlinear
control mechanization can now be described. There are two distinct
environments - an analysis and simulation environment and a real-time imple-
mentation environment. Both environments share the same model definition
data structure. The top three blocks in Figure 2-8 represent

analysis/simulation, while the bottom two refer to real-time processing.
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The needs for computer-aided development and implementation of

adaptive and nonlinear control laws are:

(1) Development of a user-friendly software simulation and analysis

toolkit for various phases of adaptive and nonlinear control
mechanization,

(2) Development of an efficient transfer procedure from the
simulation/analysis environment to the real-time processor
environment,

Software Simulation/Analysis Toolkit
Specific objectives to develop the toolkit are as follows:

I. Provide an interactive graphical model building tool with the
following features:

(1) Dynamical systems of nonlinear differential equations can be
developed from block diagrams.

(2) The models can have a hierarchical structure - submodels can
be imbedded inside larger models.

(3) Model catalogs can be treated like data bases.

(4) Nonlinear models can be linearized about selected equili-
briums or nominal trajectories.

(5) Model error measures which are used in robustness testing
can be easily obtained for either linear on nonlinear
systems.

II. Provide a work-station capable of data acquisition, on-line

system identification and signal processing with the following
features:

(1) Parametric models for system identification can be de-
veloped from a catalog of choices or from block diagram
building.

(2) Data for system identification can be acquired either from a
simulated evaluation model (as in 1) or from a real-time
data source. '

II1. Provide an interactive adaptive control and identification
algorithm building tool such that:
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(1) The novice user can rely on automatically selected
- algorithms based on the structure of the problem. Default
. parameters for the algorithm should work in most cases.

(2) The expert user can select the algorithm and the associated
design parameters to gain full control over the
optimization,

[ ] (3) Extensive diagnostics can be made available in case of
algorithmic difficulty, ill-conditioning of the problem or
the algorithm. Heuristics to overcome these difficulties
should be programmed where appropriate. The user should be
able to obtain explanation of the heuristics and choices of
alternatives Some of the diagnostic tools include on-line

— and off-line testing procedures for:

(a) passivity and other input/output sector conditions
(b) persistent excitation of signals
(c) stability and performance robustness
. (d) parameter convergence
(e) linearization
(f) ODE and averaging analyses.

The results of the Phase I effort have provided the basic theory and means

ii to perform many of these diagnostic tests

2.4,2 Design of the Hardware - Real-Time Control System

The real-time control system design objectives are as follows:

I. Provide a simple system for rapid implementation of adaptive and
nonlinear real-time control systems which facilitates the proto-
type development and testing phase of control law implementation.
It should operate on the data-base generated by the software
analysis/ simulation tool-kit.

(1) The real-time control interface for editing and examining
should be in terms of the graphical block diagram entered by
the user in the design and simulation software,

(2) The user should be able to modify various aspects of this )
block diagram on the real-time control system so that the 4
real-time system can be operated without requiring access to 3
the design and simulation software.

1
‘ !
(3) The communication link between the design software and the :
real-time control system must be a fast and single command }
on each system,

’ 24
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II. The real-time system should be able to process analog signzals
from a physical plant, provide performance measures of the
controlled system, and perform data acquisition.

(1) The user should be able to connect the real-time control N
system directly to the physical plant being controlled with -
standardized analog signals (4-20 ma current loop or *5v
bipolar. -

{ (2) The sampling of analog signals must be precise and none of
i the sample times should be dependent upon the computation
[ delays.

‘ (3) The real-time control system must have extensive error

' handling capabilities that relate to computational burden,

numerical exceptions, missed timings, and integrity of

shared data in a multiprocessor enviromment. Performance

[ measures include signal statistics, idle time on various
processors, and memory usage. The user should be able to
configure various statistical algorithms to operate on top
of the control system to give performance data and store it
on a secondary storage such as a hard disk.

III. Provide high computational capability as well as numerical
accuracy as required during the prototyping phase.

(1) Provide both floating point and fixed point arithmetic.
Floating point arithmetic format should conform to the IEEE
754 standard. Most high performance floating point hardware
being designed today conforms to the IEEE floating point
- format.

(2) Prototyping phase requires the user to experiment with
options that usually require more computational capabilities
than the one required by the target system hardware. A
floating point hardware capability in excess of 5 million
floating point operations per second is required for
achieving 10-100 hz identification update rate on systems of
order 5 to 10.

(3) The architecture of such a floating point hardware must be
optimized to give high throughput for real-time control
algorithms, 1In contrast with array processor architectures
available today, the pipelining of data and instruction must
not be allowed to generate loop delays.

Iv. It should require no real-time programming from the user. The 0
user-interface should make the system readily accesible to non-
programmers,
All the considerations described for the user interface above apply to o
the user interface of the real-time control system. .
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Section 3
i RELATED WORK

Integrated Systems, Inc. (ISI) has been performing a significant
amount of work in the general area of computer-aided-engineering for system
analysis with particular emphasis on control design and simulation. The
work involving development, maintenance, and enhancements to MATRIXX was
funded by ISI internally.

ISI has also developed a real-time control design processor under U.S

Army funding. The processor has been modified for general purpose use and

is called the MAX-100. Several projects are researching other aspects of
CAE technology for control design, implementation, and validation. MATRIXX
currently is being used by over thirty companies, research laboratories, and

universities, including Lockheed, General Motors, M.I.T., and the Air Force.

3.1 IN-HOUSE DEVELOPMENTS: MATRIXx

MATRIXx provides the following interactive capabilities:

> 1., Control and estimator design
2. System identification and signal processing
3. Interactive model building (SYSTEM BUILD)

4, Simulation and evaluation

Matrix algebra, interactive graphics, and model catalog management support

these capabilities. Figure 3-1 shows the structure of MATRIXX. In the

following, we describe the control design, model building, and simulation .
capabilities of MATRIX . ' :
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Figure 3-1. MATRIXx Software Architecture

Control Design and Analysis

Control design in MATRIXx can be based on any of the following:

(a) Classical methods including root locus, Bode, Nyquist, and Nichols
(single-input/output or multivariable plants)

(b) Linear-Quadratic-Gaussian (LQG)

(c) Methods based on A-B invariant subspaces

(d) Eigenstructure assignment and zero placement

(e) Adaptive control using self-tuning regulators and other techniques

These capabilities are available for use with both continuous and discrete

systems.

For the LQG problem, the algebraic Riccati equation is solved from
extended Hamilton equations, avoiding inverses which are troublesome in the
singular case. The equations are row compressed with an orthogonal

transformation followed by the QZ pencil decomposition.
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TABLE 3-1. MATRIX_ CAPABILITIES: CONTROL DESIGN AND SYSTEM ANALYSIS
CAPABILITIES (APPLICABLE TO CONTINUOUS, DISCRETE AND HYBRID
SYSTEMS)

Classical Tools

Root Locus
Bode Plots
Nyquist Plots
Nichols Plots

Modern Tools

Optimal Control Design, Discrete and Continuous

Optimal Filter Design, Discrete and Continuous

Frequency-Shaped LQG Design

Singular-Value Decomposition of the Return
Difference

Eigensystem Decompositions Including the Jordan
Canonical Form

Model Following Control

Model Reduction

Linearization of Nonlinear Systems

Minimal Realization and Kalman Decomposition

Geometric Control Algorithms

Multivariable Nyquist Plots

Extensions to LQG methods require inclusion of the dynamics of the
reference inputs, disturbances, sensors, and actuators. Appending dynamics
in frequency-shaped control design or model-following techniques involves
forming augmented equations This is easily accomplished with MATRIXx
primitives. Use of frequency-shaped cost functionals, with singular value
plots for robustness evaluation, allow incorporation of engineering judgment

in control design.

Evaluation tools for linear systems include frequency response and

power spectral density plots, time responses, and determination of

transmission zeros. The principal vector algorithm (PVA) primitive for
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numerically reliable extraction of the Jordan Form (with discriminatory rank
deflation of root clusters) us useful in modal analysis. PVA enables
computation of residues or partial fraction expansions of multivariable

systems. Some of these capabilities are listed in Table 3-1,

MATRIXX also provides capabilities to transform models from any one of
the following forms to another:

(i) Discrete or sampled data

(ii) Continuous

(iii) State space 1including various canonical forms

(iv) Transfer functions

(v) Poles, zeros, and gains.

Interactive Model Building (SYSTEM BUILD)

The interactive model building facility called SYSTEM BUILD is a tool
for building models of complex systems for use in simulation, control
design, and trade-off studies. The user can develop multi-input/multi-
output (MIMO) system models from models of individual parts of the system.
Transfer function descriptions can be combined with nonlinear functions and
state-space models. It is also possible to connect an externally defined
FORTRAN module to models defined in SYSTEM BUILD. Models can be placed in
catalogs for future use. Systems defined using SYSTEM BUILD can be
linearized and simulated with arbitrary inputs. Modules or parts can be

changed or replaced without recompiling and relinking FORTRAN code.

A hierarchical structure allows models to be developed "top-down" or
"bottom-up." In the top-down approach, the designer specifies an overall
system in terms of its major subsystems. Each major subsystem can be
defined as an interacting interconnection of lower level subsystems. The

lowest level subsystems are finally specified using basic elements, which
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might consist of nonlinearities, table look-ups, transfer functions, state-
space models, and summing junctions. Nonlinearities can include saturation,
absolute values, hysteresis, general piecewise linear functions-quantization
and general algebraic nonlinearities. Transfer functions can be written as
numerator/denominator polynomial coefficients, zeros/poles, or natural

frequencies and damping ratios.

In the bottom-up building approach, the lowest subsystem models are
developed first. Major subsystem and complete system models may then be

assembled from lower-level system models.

Figure 3-2 shows the example of an automobile cruise control model
developed under SYSTEM BUILD.

Accoletator
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Figure 3-2. MATRIXx and SYSTEM BUILD Block-Diagram Model of Cruise Control
System for an AutomObile (the figure shows actual screen)
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Simulation and Analysis

MATRIXx provides capabilities for «ificien* linear and nonlinear
simulation., VLinear simulation is performed using 3 discrete represcntation

and is structured to tully use spsrseness in system matrices.

Table 3-2 shows the classes of systems treated within MATRIXx Table

2-3 shows the simulation and analysis capabilities.

A variety of integration algorithms is available for dealing with

various classes of simulation models fTable 3-4).

TABLE 3-2. CLASSES OF SYSTEMS COVERED BY SYSTEM BUILD

Linear
Nonlinear
5 Continuous
- Single-Rate Discrete Al
Multi-Rate Discrete
L Single-Rate Hybrid
- Multi-Rate Hybrid

TABLE 3-3. SIMULATION AND ANALYSIS CAPABILITIES e

\
Simulate general nonlinear continuous models J
Simulate general nonlinear discrete models '
Simulate general nonlinear multi-rate models )
Simulate general nonlinear hybrid multi-rate models -3
Simulate to show transitions due to sampling X
Study sampling and intersample behavior of hybrid and

MDY N

multi-rate system N
Linearize nonlinear continuous models about initial 3
conditions
Linearize non!inear continuous models £t a point along Y
the trajectory R

Linearize nonlinear discrete models about initial
conditions (single sample rate) i
Linearize nonlinear discrete models at a point along <
the trajectory -
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TABLE 3-4, INTEGRATION ALGORITHMS AVAILABLE IN MATRIXx

Euler - Euler -
Rk2 - Runge-Kutta (2nd order)
Rkl - Runge-Kutta (4th order)

Kutta-Merson (fixed step)
Kutta-Merson (variable step)
DASSL - implicit stiff predictor-corrector

3.2 REAL-TIME PROCESSORS: MAX 100

ISI has developed a system called MAX-100 for testing control laws in
the laboratory. MAX-100 uses a multiprocessor configuration to emulate
nonlinear control laws. The rral-time programming requirements are

minimized by using off-line design system MATRIX, to specify the control

X
laws., MAX 100 uses the Intel 80286/287 and 8086/87 processors.

The proposed prototype can use the experience gained in MAX-100
development directly. To gain high speed and flexibility, we are now
proposing use of Multiplier ladder ch!ps rather than the standard micro-
processors used in MAX-100. Research and development will also make it
possible to develop a high speed control processor board for use in flight

testing and prototype system development.

~

3.2.1 MAX 100 Real Time Control and Data Acquisition System

Description: MAX-100 is a high performance real-time control
implementation and data acquisition system. It provides the ability to
perform nonlinear real-time control, on-line system identification and data
acquisition as well as digital signal processing. It can be connected with
ISI's control design and modeling software package, MATRIXX, for control law
design and downloading of control logic It also can be run as A standalone

system for field use.
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MAX-100 provides 2 vital 1link in the control design cycle for
prototyping non-linear >ontrol laws with switching logic and adaptive
control. A data acquisition facility is provided to debug control logic for

off-line identification of model equations.

Equipped with two general purpose processors and two additional -
arithmetic floating point coprocessors, MAX-100 performs parallel
computations for high real-time throughput. Baseline MAX 100 ronfigura-
tions handles 16 analog measurements while generating 8 =nalog control
signals. Options allow expansions to 32 analog measurements and 16 control

signals.

MAX-100 derives its name from MATRIXX Architecture Executive, because

it implements MATRIX, run time library for real-time use.

X

FEATURES:

] Nonlinear block diagrams mapped into a multiprocessor
implementation

° 32-bit IEEE-standard floating point arithmetic -

- ° Graphical block diagram specification, editing, simulation and »
analysis in MATRIXx System Build

) Push-button simplicity in implementation of control logic.

° Data acquisition and storage concurrently with recal-time control,
° On-line identification with linear and nonlinear models. K !
° Adaptive control and fault detection capabilities.

° Multi-rate control implementation feature.

I S




A High Productivity Tool

k The most remarkable aspect of MAX 100 is the ease of use. For example,

a graphical block diagram for a nonlinear control law (using the

- System Build feature of ISI's MATRIXx design softwaré) can be implemented
directly on the MAX-100. Typically prior knowledge and physical laws are

. used to generate a mathematical model of the plant in System Build. How-

‘ ever, MAX-100 can perform data acquisition and on line identification to

refine parameters of such a nonlinear model. Frequency domain methods,

based on spectrum analysis, or time domain methods, based on parametric

- estimation methods, are available identification methodologies.

The refined model can be used for performing control synthesis and
analysis in MATRIXX. Once a satisfactory discrete-time control law is
snythsized and simulated in MATRIXx with System Build it can be implemen®ed

in MAX 100 with push-button simplicity. This control law can be nonlinear,

have multiple sample rates and can be ultimately targeted to run on many

processors.

MAX-100 handles such multi-rate control laws accurately. It handles
sampling of signals and updating of outputs precisely in time without
. inserting any undersirable pipe-line delays or scheduling delays. It
.i maintains synchronization and sharing of data among subsystems running at
different rates without inserting any anaccounted delays which can

deteriorate phase margins in control loops.

MAX-100 removes the burden of writing real-time code for control
implementation and testing. It provides a highly reliable tool real-time

control integrated with the design and simulation software.

:
]

Benefits
° A reliable tool for real-time control implementation prototyping X
and testing. -ﬂ
] An impiementation tool integrated with design and simulation tools ﬂ

to provide a complete control design laboratory.
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3 3 FUNDED WORK

Five current projects are related to adaptive and nonlinear control
implementation and associated control design CAE capability, discussed in

this report.

Multirate architecture implemented as multiprocessor multi-tasking
system for maximum throughput without inserting pipeline delays
and attendant phase legs.

Powerful control logic timing and debugging feature._

Useful in the laboratory as well as in the field for control law
timing and debugging.

Common data base for real-time control implementation and off-line
simulation to minimize potential for error.

Computer-Aided Design Methods for Engineering Analysis (National

Science Foundation): The project is studying advanced numerical

algorithms, hardware, software architectures to bring advanced -
mathematical research to a working engineer. A prototype workstation
based on an IBM PC will be completed around March 1985

Automatic Real-Time Code Generation in Ada (Air Force Rocket Propulsion

Laboratory): This project will lead to a capability for generating
real-time Ada codes for control implementation once the control law has 7
been specified using MATRIXX. The code is written i Ada and will be

. portable to all imbedded prOcessors with Ada compilers

Hardware for Control Implementation (AMCCOM): This project is

developing a hardware system to allow automatic implementation of

MATRIX_ designed control laws for real-time laboratory testing. The

prototype will be ready in January 1985 and will be tested on a .
helicopter based gun turret. \

Computer-Aided Design Methods for Optimization (Air Force Armament Y

Laboratory): 1ISI is studying the feasibility of trajectory ~f
optimization for missile systems. This capability will be provided
interactively in conjunction with the MATRIXx SYSTEM BUILD feature,

e s T
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Engineering Workstations for Distributed Parameter Systems ’National
Aeronautics and Space Administration, Langley Research Center): A

ii study was done to develop distributed CAE workstations for modal
testing and comparison of modal test data against finite element
models.
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Section 4

POTENTIAL APPLICATIONS

The adaptive and nonlinear control implementation hardware which would
result from a successful Phase II would have major uses in commercial as

well as Federal Government applications.

Commercial Applications

Advanced control methods are needed in chemical process control, robot
control and design of fast robots, engine and suspension system control in
automotive industry, and servo controllers in computer disc drive design.
Many new applications will occur as improved CAE tools become available and
the designed control laws can be rapidly verified in the laboratory. The
proposed hardware will be capable of implementing optimal trajectories
allowing more economical operation of process plants and automated

manufacturing lines.

For example, the introduction of control design technology into the
commercial environment has been slowed by the unavailability of easy to use
Computer-Aided Control System Design (CACSD) tools Hardware implementa-
tions, refinements and tuning of selected control approaches are also
hindered by the current need for real-time programming. Prior experience in
paper mills and chemical plants has shown a two to three year time lag and
10-20 manyears of effort to implement and use a new control approach. The
proposed products will reduce the development time of such systems to a few

months.

Analysis using MATRIXx has shown that paper mills could have saved
$768,000 in just one year's fuel costs if adaptive c.d nonlinear control
were continuously optimizing the use of recovery furnaces. Precess control
systems represent a $780 billion per year market. Most power plants control
systems are over twenty years old and need to be replaced in this age of

scarce resources.
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Federal Systems

The principal results of developing a turnkey control implementation
hardware will be lowered engineering costs, higher performance, and more
rapid deployment of complex weapons systems new aircraft, complex
transportation systems, and satellite communications systems. Advanced
control, guidance and estimation methods can then be introduced into opera
tional systems more rapidly since development times and risks will be
reduced. Easy to use laboratory test tools may eventually change
policymakers’ decisions on appropriate funding levels for new complex

systems development.

Advanced control will also lead to better weapon systems In many
cases complex hardware will be replaced by simpler hardware coupled with
advanced control., For example, the application of advanced guidance
technology can extend certain missile performance by 100% without any extra
fuel or hardware cost. New weapon systems like the advanced tactical
fighter are so complex that stability, optimal performance and
synchronization of various control features will be feasible only with

advanced software.
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An Input Output View of Robustness i Adaptive
Control*
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Abstract  Foe stabihing and tobostness propecies of adaptne
contio! astems ate cvanimaed sng anpat outpat stabidity
theory o passiaty and small-pain theory A genenie adaptive
cirer sastein s developed hased on the concept of o tuned
an adead comverged monadapinge) cosed-loop sastiem
Usmig tserror sostem stk passiaty theory gnves vondinions for
globa! stabihtc where onfy boundedness an normtis required on
the ovternai anputs, cp disturbance. reference and ainmal
condiions Studi pam theory s ased to develop local stabainy
tesaits where the magninudes of the external inputs are restrcted
In the gloebal case a paricoiar system opergtor (not the planty s
roquired 1o be stticth-passine, o condition which s unlihely to
hold in aciaal use due to unmodeled dynanies The local resulis,
however, are aot seo restricted and allow  for unmodeled
dynamies In this fatter case an estimate of the stabibity margmn s
gnen undes o peisinient encitation condition

SASILEN

1 INTRODUCTION
AT AVERY basiclevel theissues involved in adaptive
control design are no diflerent from nonaduaptive
(robusty control design. In either case the goul s to
mamtain specified performance properues despite
uncertainty about the dynamics of the plant to be
controlled.  as well as  uncertainty  about s
emwwronment. In the nonadaptive case the problem
of robustness 10 unmodeled dynamics 1s well
formulated (e.g. Dovie and Stein. 1981 Zames and
Franais. 1983) However. rescarch in adaptive
control theory has focused almost exclusively on the
case where the plant can be fully represented by
some member of a family  of hnear  finite-
dimension.: parametnie models te.g Narendra. Lin
and Valavam. 1980, Goodwin. Ramadge and
Camnes. 1980y Thus, the model error due to
unmodeled dynamics v presumed o be zero.

* Rewened 6 November 1983 revised 4 Apnid 1988 The
onginal version of this paper wiss not presented at any 1HAC
muecting This paper was rccommended for pubhication in revised
form by guest editer 1 Lyury
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Unfortunateh . unmodeled dyvnaniics can cause
adaptive controblers to exlubit sigmincant pertor-
manee degradation and instabilny even with an
mitial controlier paanmicterization that ddosehy
approvimates the desned  closed-loop response
(Rohrs and co-workers, 19810 1982 Joannou and
Kohotovie 198530.b) These simulated circumstances
of undearable behavior are m sharp contrast with
suceessful uppheations of adapine control where
reduced-order modehngisunay omdable e g Astrom,
19830 Thisissue of modelerror. then s of undeniable
practicalimportance. because nodctuad plantistruly
hinear and finite-dimensional

Perhaps the main reason for the lack of a
robust adaptive control theory 1s that the emphasis
has been on global results. What we mean by “globul’
1s that the intent 1s 10 require as htle a priori
information about the plant parametrization and
the external inputs as possible to prove stable
behavior. Because of this. the resulting requirements
(1.e. assumplions) arc 100 strong. e.g. hknown plant
order. Therefore. it 1s compelhing 10 abandon the
requirement of global stability — a4 requirement that
may well be beyond the needs of most actual
systems - and develop conditions for local stabiliny.
The term ‘local” is used in the sense that the plant
unceriainty and external inputs are himited in 4
defined way. e.g. by restricting the magnitude and
spectrum of the reference commands and disturb-
ances. a~ well as the initial adaptive parametererror.

In this paper we will present an input output
viewd of robustness in adaptne control. In
particular. we shall draw atteption 1o uncertain
unmodeled plant dynanues often referred to as
model error and to uncertain. but bounded.
disturbances. Based on this view it may be possible
1o merge robust contiel theory with adaptine
control theory.

The nevt (Section 2y formahizes the
comvcersion of o gencoie adaptinve contraller tooan
cyguivalent gencnie error systeme The mput output

section
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propernes ol the crror sastens clate the petlonm
atce ob the nonimal control sastem to that ol the
adaptinge control sssteme Secton Y oapphes s
tormulanon foe a speanc contimuous toe adapine
model foilowang algonithm s pernats the applee
it e Section 4ol stabihity aesolts toe the
CONTIIOUS THUC A CESTON of The PURCTIC CTEOE sAVstem
Hins secthion alsoamddudes o discussion o the sty
positine aceal SPRY condiion mposcd onan
aperstorwthin this coror sastem Banadly o Section
Sowe wilb exvanune the issues mvolved in obinmimg
conditions ot Jocad sty and robustiess
Though this paper conventiates oncontimuous-timw
sistemis odae 1o space htationsy, this same
mput output appeadh s appheable to robustess
analinvsis of discrcic-time adaptine connrol ey
Nosut Johnson and Andersons F983 0 Onega and
Landau, 1983 go well as umesvarving ssstems
(Gomart and Cames, 1983

2 HERROR SYSTEN FPORMULATION
(41 Lined control coioepl

Consder the nonadaptive control sastem of Fig
1. deseribed by

= H 7w th

where etrie R™ 1 the error outpul. wirnie R is the
external input. and =e R s a sct of controller
parameters o be selected. For our purposes. H. ]
represents i closed-loop parametricfeedbuck system
dependent on the adjustable parameters in . The
output ¢ of H_ (-1~ the error the control svstem
experiencesimmecting its objective ginen the external
inpul w. Portions of H_, () are not entirely hnown.
e.g. the open-loop plant imbedded in H,...(-). The
input w(r) 1s also not entirelv known but can be
assuted to be 1n a subset Wof bounded signals. For
example. w(r) can consist of a set of reference
commands and bounded disturbances. If the
imbedded controller were adaptive. it would adjust n
continuously on-line soastoreduce theerror: but for
now assume that n1s constant and will be selected off-
hne.

1f the control designer had all the “off-line” time in
the world 10 fiddle” with the parameters n. then it is
hoped that a satisfactory adjustment would be
obtained. Muny strategies car be envisioned for
determining a satifactory n. In fact. such a
satisfactory parameterization may not be unique

wit) M, (+) p——e elr)

”

Ot?-Line
dges:qr

Frico 1 Nonadaptivg system

R Topssos Ik

but rather bBoany mambor ofaoset N ey

N n K IIJ,I«' b hias desnad Propaiines .

Cortam pataomcter sats S cortespond o well

detmed design stiategies Speaiticalhy

Marchad Vet S denote the matched parameter

sl .
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Robin T et 87 denote the tobust paameter sot.
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where the norm Pyoas detined on the undalving
function space. The fimite constant p'
robust performance speaitication. Note that' 8¢
mcludes the “opumal” robust solution, e, those

represents the

re R that solhve

infsup (HH amm? {w). (4b)

Y

Tuned. Let §, denote the tuned parameter set

“Ta)

assoctated with a particular wi)e Wie

v = RN ERMSIH (RD L < pryL (5a)

wi b

The finite constan' p* represents a tuned perfor-
mance specification. In order for (4) and (54) to be
meaningful. it is necessary that

p* <p" (5h)

i.e. the desired tuned performance is better than the
desired robust performance. Also. §¢,, will include
the ‘optimal” tuned solution. 1.e. for each we W those
ne R"™ that solve

inf (|H .t |, (5¢)

Ideally. the adaptive control should converge 1o the
optimal paramctrization of (5¢). Thus. the tuned
parameter set, denoted by $*,1s given by

S*= || 82, (6)
]

Note that each element of S* is satisfactory for a
particular w(-}e W and that no one element in the
subset S, © §* nced provide sausfactory control
fora diflerent w(-). (Although n?, ',e S$* emphatically
denotes the dependence of the tuned parameters on
w(- ). we will henceforth denote membershipin §* by
the simpler notation n*e S*. where the w(}
dependence is 1o be implied )

The error signal corresponding 1o the matched
case s identically zero. IUis thas particular case that
his recerved practically all the attention in adaptive
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Lnpur output vies of adaptine conteol 7

vontrol roseanche and about whichi the strongest
thoorcnoad sesuhis e avanbable U ntortunatels,
the st phice tos case evddudes unmcasurable
bounded distinbances which are a v tuad cortaamty
ey actial svsten By unmicasutable boounded
disturhances we mcan those disturhances wineh can
not berotalhv reected at the outpat of the phant In
tiie socond phace, there wall alwavs be unmaodeled
dynanes re there are never enoogh paramctors
= 1o sohe ”("I
apphy o equathy e g stochastie evitonment ot

o opracniee These rematks

cvample whereas m the determmistic case ¢ = 00m
the stochastie case Foel o 00 with 1 the
avpeciation opandter. Thoso the unmeasurable
bounded distinbances aluded 1o above have then
stochastic counterpart as processes which do net
have zcto meano e Loy = Oforany 7.

The more appealing of the other two sets s the
tuned set 87 detined i (01 The assodited erior
sigenal

»

¢* = H, o n* (7)

v referred 1o as the nmed error and Hirn*y as the
tuncd sistene Although * o = Oasruled out due 1o
the impractucality of 2* € Sowe do not preclude the
casewhere ¢ — O This latter case stll presumes a
degree of 1dealization. Consider the case where the
external input w consists of a step reference
commund with no disturbance and ¢* is the
difference between the plant output and the
reference command. Thus, e*(r) — 0 is the ideal
output error for any stabilizing controller engender-
ing unnt d.o. gain. Thas class of wuned controliers can
be gquite large even if dim (2*) < dim (%) Now
consider the impact of a bounded disturbance.
which 1s not necessanly of any particular functional
forn:. such as a broadband bounded signal Clearly,
with such bounded disturbances present. ¢*(1) = 0,
and can only be assumed to be bounded.

Anamportant comparison for the tuned set $* is
to the robust set §" (4). Let

= H . (a"m (&)

denote the robust error. Recdll from (5) and (6) that
the wned parameters n* are dependent on a
particular wi be W whereas the robust parameters
r' are not. Henee, the tuned error can never exceed
the robust error, re for a partcular mi-)e W,

heth o= [H mtml< el = IH awy 9)

Condien (Yalso follows from the fact that p* < p"
1Shy Note that it s possible for the robust set S” to
be emipty even though the tuned set 8* s not I S" iy
not empiv. then consderation of an adaptive
controller s yustihed af for some Large” subset of
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wi ke Mo vanons toncd combollors oavist s h it
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Hoths swere not the cases then g robust contiolla
would suthee Thisrequitement (101 s weaker than
the gegquoement p* - p"o which may not b
attamabletor albwe e W oamee ttOps requned only
ovet asubset of B However even it (10) holds,
adaptation may cause the error durmy sdaptation
10 become either excessive o1 1o otherwise eseeed
specifications

The usetulness of definmg the tuned parameter set
will be borne out i the neat subsection The tuned
setis used there to deselopa genenic adaptine erro
syvstem. At thes pomt. however, we remark that st is
not necessary 1o solve the optimization problem
defined imphatdy in (5), rather we only need to
know thut a solution exists which 1s better than the
robust solution (4},

(BY Adupnive error svstem

Now consider the adaptine version of (1)
depicted in Fig. 2. and described by the
nput- output relations

' H . (%)
t}=[mum]“=Hﬁ“‘ tHa

#=Q#0)ne I (11b)
where 7(t) € R"" are the udapration paramerers which
are generated from the parameter adaprive algorihm
Q. and 7(0)e R"" 1s the initial parameter estimate.
The adaptive algorithm is driven by the output or
adaptationerrore(t}€ R" and theregressoré(t)e R™.
The regressor is obtained from sensed signals within
the feedback system.

We want to ulumately determine conditions
under which the adaptive system (11) 1s stably
attracted 1o the set of tuned systems (6). Recall that
the tuned system set is likely to contain more than a
single member. thus by stabili.y we mean stahilita
‘about’ a (possibly disconnected) set rather than
about a point.
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he anabvas s facditated by tanstornmy the
tormat ol by Z e an coror sistom format 1o do
s wo must denme the sttactune ol vhe adapi
contiol  Consder a0 singleanput siple-outpul
(SISO plat mbodded i Moy whosemput v
v enven by the fdoica expression

T R 2

Note that this development s not innted to S1SO
plants The extension of (129 to the mulinanable
case mvolves o smnbar eapression for cach control
chiannel e
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wherte cnoand e vectors conssting of
clements from the regressor and parameter vectors.
respectnely. However. only the SISO case will be
considered here 1o reduce the complenity of the
development and  allow sharper focus on the
adaptive svstems weues Normally, 2(7) consists of
the plant mputs and outputs, or filtered versions
thercof For example. i discrete-time systems 2i1)
consists of a finite record of past plant inputs and
outputs,

Although the bilinear structure in (12) and (13)
remutins the most widely used and studied format.
nonctheless. other structures (as yet underdevel-
oped) mayv be more autable to certain problems
¢.g. distributed and or nonlincar structures.

We will now muke a strong assumption regarding
the way in which 1) and w(r) are transmitted
through Heynto eqry and 2.

Asamption. The map (w10} |— (e. J)1s linear time-
invanant (LT e

ctr) Gootst G ) ] win) ) w(l)

. = . = Gis)

ol Gt Gatsy ]| ut) u(t)
(14)

where Gisy s the open-loop interconnection matrix
whose elements are proper rational funcuons. (To
simplifs notation we will use s to denote either the
Laplace transform vanable or the differential
operator, depending on the context.)

The adaptive system (11) with bilincar control
{13 and LT) interconncctions (14) 1s shown in Fig
3 To ransform this system 1o an error system,
define the paramcrer crror

Ry = f(1) - n* (15a)
with

nte S* (15b)

"y R I Kkost 1 and O R Jonssos, Ir

el(t)

v

(4520

Trs U Adaptive svstem with LT anterconnecion

and the tltltll'lll(' cemtrol crran
U = S A (16

Thus, Fag. 3 can be redrawn as shownan Fig. dand
described by

(1 0 ) ! '
en = —GisY| ~ Gis) n . 074y
i) MR — (1)

Hence.
eln) _ H* (s} HMis) Wil
| L HL sy HE o || =t
wir)
= H*(s) (Ihay
—rir)
where
H* ()= Gou(8) 4+ Goutsin® I ~ G % ) Gy ()
(18bh)
H2S) = Gods) + G m* U + G sIn* )7 1600
(18¢)
H(s) = (] + Goufsim*') " 'Guuls) (18d)
H2(s) = (I + Gu(s)n* ') Gy (s). (18ei

The dashed box in Fig. 4 is H*(s). We will refer to
H(s) as the tuncd interconnections. Note that the
tuned error (7} is 1dentical to

ety = H (s)w(r). (19)
We also make use of the runed regressor, defined as

E* 1) = HS (M) wirn). (20)

Finally. the error system (Fig. 45can be depicted as
in Fig. 5, where

e(r) = e*(1)y = H? () r(1) (2a)
NOERMUIES . MO (21b)
v(r) = SUVau) (2c)
;U= QIRO) . S 1d)
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Figure Saeveals that this crror system s compased
of 4 nonhinear sastemoan the forwand loop, denoted
by AL and the LT svstem H2 (o the feedback
path Thus the error sastem s dinven externally by
the tuned svstem outputs e*r) and (%) and the
mnitigl paramcter crror 2ty = #y) — =t

(Cr Exivicnee of the tuned controller

The designation of the tuned controller s the
Concept Most important to extracting a meaningful
error syatem from the descniption of an adaptinvely
controlled system It might appeuar that the abibiny 1o
specify  this tuned contraller presupposes our
hnowledge of an acceptable solution 10 the
underlving adaptine control problem. This 1s not
entirehy the case Gnen the parametric controller
structure of (). we need only have an approvimate
a priovy hknowledge of the system behavior. Given a
particular =*, we wili discover that the restrictions
on H? and H? can be assessed from knowledge of
the tuned controller and bounds on the magnitude

practical meaningfuiness. We o will exanuine a
particular continuous-time adaptine controller in
the following section and derive the form of H* and
H?.

3 CONTINUOUS.TIME ADAPTIVE MODI L
FOLLOWING

To characterize H?, and H* some designation of
a tuned controller must be provided. We make the
choice by assuming that no modeling error existsin
the nominal plant parametric model. We close with
consideration of the degree of plant mismodeling
allowed such that this tuned controller is robust. 1e.
maintains stable control of the actual system.
Following this discussion. in Section 4 we consider
the eflect of the adaptive algorithm.

(A) Direct model reterence adaptive control
Consider the model reference adapine control
(MRAC) system shown in Fig. 6. described by

. _— . . har
of the plant modeling error. Such information is a ,\_(1) B d_”' + Piswn) (plant) ::d'
practical result of a thorough plant modeling study. ¥y = Hora) (reference model) (--h?
Thus. the study of the stabihty of (21) will have ety = v(t) — ¥1) (tracking error} (22¢)

N..
| ettt e b}
! :
. J - M (s) !
€t i €. :
I € !
¥ (o) 4 I
! o ! !
+ ¥(e) .
et(t) — ":' f M €oe) Lv e
- ! !
b e © + -
H, (s)

Freo & Adaptive error syatem
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where diri consists of disturbances and plant imtial
conditions, and r(11s the reference command. Let
1C1.Q, denote the adaptive controlier. where Q
is the parameter adaptive algorithm and C(-)1s the
parametric controller. Following Narendra. Lin.
and Valavani (1980). let C(') have the bilinear form

uty = =y

= ~ N F ) = SR = A R (23a)

where the regressor is given by filtered versions of u.
yandr

Euy =[S &y &y
= [F(su(ry. F(shvir), — Fesir(e)) (23b)
with ]
Fu 1 ¢!
S)=|—..... —
’ Lis) L(s)
(23¢)
and
Livv=¢ 4 2,8 V4 .+ 2. (23d)

Thus. there are 3A adaptive parameters. Using the
defimtion of adaptive control error 1n (2ic). the
MRAC control signal (22) can be expressed as

u(r A?(\l”” AN”\(IHM(\'NH t(r)
- - I} -_— ' - -- -t
L Livy - L5y
(24)

. JUC P ST S SRS

- - - - . e’ ‘L -
APV P I

where the tuned parametnization n*(=7-71 In
distributed among the control elements as follows:

A=ttt o Ry (25a) -
Aty =72 7 - 4y (25bs
Adm =%, = o+t (23c)
Thus, (24) becomes
uit) = Ch(s) rit) = C(sh ytr) = Co(she(n) (26a)
where o
A%(s)
Cois) = -
) Lis)+ A(s)
AT(s
Cohis) = ——— -.
wit) Lis)+ At(s)
L(s)
Chis)= — — ———. 26b)
) Lisy+ AYs) (
We will refer to C* = [(2,. C?,. C2, ] as the tuned
controller. The adaptive error system (211 cor-
responding to the MRAC of Fig. 6 isshownin big §.
The tuned signals (3.19) and (3.20) arc
*= [0+ PCY''PCL - Hyr—- (1 4+ PC2Y 'd
(274)
0+ PC2) 'CoFr = Co(1 4+ PCEY 'Fd
o= (14 PCY "PCLET - (1 4+ PC2) 'Fd -
-Fr -
(27
e e e ]
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Fhe toncd itcrconnechons (1N aie

Hooab ey e (280}

!ll CPery ey
|

e Lo pee et (INh)

w

L

(B Luncd svsrens conrrol design

There are any nomber of wave to design the tuned
The impoitant pomt no maite
what desien mcthod as used s that the tuned
dostgn must be robust, because the plant Poam (27)
and (2% s notentiely known Recalt from (3 that
the tuned controllen is dependent on the plant For
cvample, the 34 paramcters an 7* cannot make
= om 27 baadentically zero This can be viewed
a~ o reduced order design problem or. as in the
discussion that follows i problem in robustness to
unmaodeled dynamies

Suppose that the actual plant can be described by

contiolicr ¢

Povy= "1 - AiP*) (29a)
b, B\
P = "
A%
hos" = b w4 h
e e .m<n
At s,
(29b)

where P*ivias a tuned paramerric model of Pis). e,
the parameters (h.. .. b dy..... a,)provide a good
fit. say at low frequencies. The transfer function Ags)
represents unmodeled dy namics. 1.e. those dynamics
. Pisy not accounted for by P*(s). eg. high
frequency eflorts Assume that A(s) 1s stable but is
otharwise unhnown except for a bound. 1e.

IAQe) < duw). Vst R (29¢)

This tape of modeling uncertainty 1s said to be
wunstructured (Doyle and Stein. 1981). In more
general terms. (29) provides a set description of the
plant rather than a single parametric model. such as
P* (Safonov, 1950,

We will now examine the impact of mode! error
on a tuned contrel desgn based only on the
parametnie model The model reference format
sugpests that we mahke ¢* as small as possible. To
chminate the tracking error term in (294) entirely,
we will use the procedure described in Egardt
(1979). which requires that the following infor-
mation s hknown:

(1) n > m (P*(>) s strictly proper)

t2) nand m me known

(3)  B*(v) has all zeros strictly inside the left half
pline

(Shage -uh A A b Bl MAnth Bk Jiastt Sfh Mea Jhest e St Saaih Jhnied

Alvao the actarence moddd tanstor tunation s
asstuted 1o Iy

By o "!‘\" b i,
Hiw ) L (3
Ais) [RERIFTIN . TS
whete b 0 ay La, i prosclected constants

and where Hovns exponeatiadhestable e adl zeros
of Avrare stocth msede the lett hadf phane 10s well
to pomt out here that although assamptron (2)
above can be satishicd by the paramaine maodel
(29b1 this s not the case for the acrual plant (2940
duc to the presence of the unstroctuied uncertainiy
(290)

The wned convtoller structire proposed m
Egardt (1979 requises tha

. R* .
(: - bR, (3
. RT* .
r o= b B (31b)

where T* v a stable momc polynomial of degree
n; >n —~m— I and where the palynomials $* and
R* uniquely solve the polynomid! eguation

T*4=R* -~ 45* (31¢)

with §* monic of degree n,. and R* of degree n — 1.
With no model error (A = 0). this controlier (31)1.1n
addition 10 stabilizing the tuned sy stem. also makes
the transfer function from rinto +* 1dentical 1o the
reference model A(s) Thus. the tuning of (31)1s for
the subset of U composed of bounded reference
signals and zero disturbance. Theeflect of (31on C3,
will shortly be made apparent. Comparing (333with
(26) motnates solving for n* from

L+ At = B*S*
|
A% = - R* 32)
S :
4= B7e
-y

A solution for =* exists provided that
p
k=n;,+mz=n (33)

With this choice for (A%, A% 4% the tuned
controller 1< given by (31) and by

L

-y (M)

o=
(C) The eftect of model error on tuned sysiem
performance
It is convenient 1o define the transfer function
. R*
«° - (35)
71°A4

LR e ¥

Aame ata ‘p 4 0

ahamd o
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(30b)

and the tuned mterconnections (28) become

} . h.l.
H* = 1 - AG*)y "+ &) (37a)
73
’ 1+ AG*y ! AL J 7l
T g i
" \ hol 1 (37
Ha =L aGs) - Ay ok p L aTh)
., 1A
0 J

The tuned system with no model error (A = 0)1s
exponentially stable. since. by assumption. the poles
of tB*)”'.t4)" ".and (T*)" ' arc in the open left half
plane. Henee ¢* and 2* are bounded if r and d are
bounded. Thus. the stability of the actual tuned
syvstem 1s guaranteed 1if and onhy f

(1 + AG*)" " and (1 + AG*)"'A
are exponentially stable. (38)

Note that under these conditions. the tuned
interconnections in (37b) remain exponentially
stable. However, it is not necessary (nor possible by
assumption) to have a complete description of 4 in
order to satisfy (38). Forexample.if Ais known to be
exponentially stable. then with G* known to be
exponentislly stable, (3%) holds if (e.g. Doyle and
Stein. 1981)

IAGe|G* (et < 1, Yo e R, (39)
Satisfuction of (39) requires that
Al < o) = FIG*(en)l. Vere R (40)

We will show 1 Section 4 that d(m) < 11s the limit
imposed on oes) by the usual global stability results
for continuous-time adaptive systems. Similar limity
arc abvo encountered with diserete-time adaptive
systems

N <
. LA RRS o~
PP P, L

R Jonssos, Mk

4GHORAL SEAREETEY CONDUEHONS

I he putpose of this section s tomtrodoce global
stabthty condiions apphicable wo the penonn erio
ssatetn ol (21 Inthe precedimyg section we speaihied
anadaptine controtler structure Coptrom which we
then deseloped the tuned sastem oody, = *00%)
and the mtarconnection operators 11* and H* We
now necd o charactenize the adaptive law Q n
Cldy Wath ahes connection we will be able 1o
mterpret some conditons under which such o
contimuois-tme adaptine controller possesses a
(hnnted) degree of robustness Our anterpretne
temarks will address the restnictiveness of the SPR
condition on H* that arses i practically all global
stubthity theorems

(A4) The adaprive algorithm

We will begin by speafving the adapine law (s of
iterest. A lurpe class of adaptive algonthms (21d)
have the from

(41a)
(341b)

A= A0 o). e RT

eir) = Sy eqn.

We will refer to 4(...)as the adaprazion gain. which s
a nonlinear operator. In general 4. can have
memory. usually only in ). The adaptive
algorithm can also be expressed in terms of the
parameter error wurh as

)= 4200 @)l 70 = #(0) — 7% (42)

The complete adaptive error system (211 including
the adapihe algorithm (42).1s shown in Fig. 7.
The choice of algorithms. i.e. the variety of
proposed adaptation gains. is virtually unhmited.
The following two are our chosen representatives:

Constant gain (Narendra. Lin, and Valavani 1980).

ACC)L o)) = Aot}

) (43)
where A€ R’ T 4, = 4, > (.

Retarded gain (Kreisselmeier and Narendra. 1982)

ALEC) oty ]

_ fAwen). ja(r)
- A('[(/)“’ - (I

A

.
RN PR ARG 2 ¢
(34)

where A, e RT°7 A, = A, > 0, and ¢ > max In*,

We will use the concept of persistent excitation
that has proven important in adaptine control. as
well as in adapuve system identification

Defimtion (Anderson, 19770 A funchon
Gy R — R persistenthy exaiing. denoted by

P AU T
A W e et .

e . .
» . ' a
gt p e o ala A hl
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Froo ™ MRAC crron s

1€ PLOT there exnists posiiine constants 3, 7 and 7,
such that

[N 2N

-

1.4, > Yy favdr 2 2,1, vse R.. (45

We will discuss the imphcations of persistent
excitation on global stability below. as well as in
Section 5. in regard 1o local stability.

(B) A glohal stability theorem

Theorem . which follows, gives conditions for
global stability of the adaptive error system of Fig. 7.
The term “global’ refers to the intention of seeking
the minimal (reasonable) restrictions on the tuned
signals e*(r) and £*(1). and the tuned interconnec-
tions HY 1~y and HY (s) resulting in the proof that ¢
and  remain bounded.ie. (21)isstable. for any finite
7(0)17(A detailed proofof Theorem | is given in Kosut
and Friedlander (1983).) In particular, we will
consider the following two tuned system signal sets as
‘inputs’ to the error system:

W= le* 2% 7(0)e* é*el,n L, .
E*e Ll #0)e R, (46)
Who=e* i /(0)e*el, . i%ell.

A0)eR").  (47)

Note that ¢* é¢*el;n L, essentially implies
boundedness and ulimate decay to zero, whereas
inclusion in L, only implics boundedness.

Theorem 1. For the system of Fig. 7. assume that

(A1) HZ(s) is stnctly proper and exponentially
sable (4X)
(A2) H2 (0 s strictly positive real (SPR), e
N2 (snssinictly proper.eaponentiatly stable,

and there exvsts afinite constant 5 - O such
that )

Re "H> gen). 2 plHE o= vyore 04 (49
. ()| \ .

Under these conditions, algorithms (43) or (44)
result in the following properties:

ay I e EroR(One W then 20c ioand
are bounded (in L,). £0)—0. and
et — ettt - 0. lnaddinon. if 2* e PE. then
=11 = 0 exponentially.

o Ife*. 2% A0ne Wi and [ e PE. then 7. ¢. 2.
and r arc bounded (in L, ).

(o If (e*. &% /#(M)e W} and [ < PE. then the
results of (1) still follow by using the gain
algorithm (44,

Comments on Theorem ). Though theoretically
significant. these results do not offer the engineering

design guidelines we would like 1o obtain. The'

major reason is that H? (~)e SPR (condition (4.))
15 virtually impossible to achieve for anv actual
system. The primary culprit here 1s the eflect of
unmodeled dvnamics. Details on this 1ssue may be
found in Rohrs and co-workers (1982 Further
discussion will be provided in the following
subsection.

Another technical hurdie is that the only realistic
case. insofar as the tuned signals (¢*. &*) are
concerned. 18 when (e*. %) e This s the
situation induced by continual bounded disturb-
ances, such as would normally be encountered. But
in this case the theory regqunres that esther S € PLasin
part (n) or that the adaptation gain s retarded asin
part (). With bounded disturbances presentitis not
known how to guarantee & € PL.since ¢ s generated
inude the adaptive loop. Note that part (i) only
requires that the tuned regiessor 2* € PE rather than
the actual regressor (e PE asan part (n) However,
thisrequires (e®. ¢ e WA whichisonly posable when

R A A S A, S R A A VO

. .
! @ PR

]
ALA 4
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the vonttol stocim e provides asviptonc model
lelownie and distiecbance reection s s the

cassic Gase studied e the hiterature Obwaousdy,
vnmadeled dyvinannes and bounded  distirbanees
A tucther dithcatry

< PLoasthat this ovems at the eapense of

el ths adeal sitaation
l\':.'.llt'lll).‘ .
any sel-pomt regolation: which detenorates m the
prosenee of PE signads Uane gaonnctandation does
not requine peesistent exaitation, but does requne
(341 the
forchnowledge ot an upper bound on =% which s
nottoodithcult toobunn Although retardanon does
handic bounded disturbance. the SPR condimon is

SO o prierr Information. e as om

stll reguiraed

I pursinr of the SPR o condition

Wohen a pran pomis 1o the stars,
only a fool loohs ar lus fimeer”
Anonmrmons

The intent of this aphorism v to divert any
hngening anvicues about the SPR condinon. It - the
SPR condinon  simphy will not do as a major

ﬁ building block m adaptine control theory. But that
f does not mean 4 total abandonment of our aim: 1t
b

sugeests. rather. o redirecuon. We should be
establishing a different path to the 'stars.” For now,
however, we will remain earthbound and address
the restrictiveness of the SPR requirement.

A necessary condition for HY, € SPR is that HX (s)
have a relatine degree of one. As pointed out by
Rohrs and co-workers (1982} this imposes the
requirement that the relative degree of the plant s
hnown. eg. examine the effect on the plant P in
(28a4). This hnowledge. however, is unavailable due
to the presence of unmodeled dynamics, as assumed
n (29).

The same tyvpe of restriction can also be seen as
follows. From (374

B ammamaaa oo
L]

MOy AN A
)

H* = (1 = AG*)" (1 + A)H* (50a)
_ h,L
L= ey (50b)

If A is exponentially stable. but i1s otherwise
unstructured. then conditions for H* £ SPR include
(Kosut and Friedlander. 1983}

T (1) A? € SPR
- (2) 1A < 1.

(51a)
(51b)

Since #1218 dependent only on the parametric
modcel P*iat s not ditheult 1o find =* such that
H? ¢ SPR. Unfortunately, the drawback is that
(Sh) s a condihon that s almost surely violated.
duc 1o typically vnmodeied high frequency dy-
namIcs

host T and ¢ R

Tonssos, bk

Novat I". . \I.R ot vt bl it
the SPR acqunement o add sonc chovar Bilcomy to

we chiminate

dosiabbe alicr 1 Por the portoct modohioe case

(A O s possible 1o obtam o NMonopole 1974
Pandoau 1978 b pandt 1979
H o . 2 positine constant (524

Although o positne constant <. SPR - and hienee,
satisties (S condiion (SThas solt requned o
H* (N = Orio be SPR

These disclomers dead us avay from the glohal
approach tspilicd by Theorem T oae the establishe
ment of Jocal stabihity resolts whach are robuast o
unmaodeled dynanies and bounded distarbanees

SLOCAL STARITTIY CONDITIONS

In this section we mdicite a means of obtaming
Jocal stabihity condiions To chaity the distimetion
between local and global. conader. tor example.
result g of Theorem 1 Thiv result holds of
H? e SPR.H? exponentially stablc . o* e U
e PE.and 7y <+ Asde from the dithiculties i
establishing SPR and PE. all the conditions are
virtually free of amy magnitude constraints, and
hence. arc “global’ condiions. In every practical
case. 1t i more than Dkelv  that muagnnude
information v available. eg « pror: bounds on
fle*, .12, and R0y as well as a bound on the
gains of H? and HY. For exumple. Egardt (1979)
shows robustness properties for minimum phase
systems with bounded output disturbances. Dead-
zone and projection mechanisms can handle small
unmodeled dynamics as shown by Praly (1983) and
Samson (]1983). loannou and Kokotovic (1983a.b)
are able to give an estimate of the region of attrac-
tion without SPR or PE in the case of high frequency
parasitics. Persistent excitation. and the resulting
exponential stability property (sec equation (62} in
this section) also leads 10 robusiness (¢ ¢ Anderton
and Johnson. 1982a.b: Andervon und Johnstone,

1983 Kosut. 19823). Various other gam normali-

zations have also been suggested fe.g. Gawthrop
and Lim. 1982; Ortega and Landuu. 1983). These
theoretical results remain incomplete. because they
do not as vet provide a uscful means of assessing the
impact of unmodcled dvnamics. ep a frequency
domain bound on maodcl error. dependent on the
‘return-dificrence gain’ (c.p. Doszle and Stem, 1981,

In this section we will show in Theorem 20 under
mild magnitude bounds. that the adaptive system is
(ocally) L, -stable. This resubt s quite genceral
because the conditions are independent of the
nature of the adaptine algonthm, ¢.g. dead-zones,
normahzations, or persistent excitation.

To facilitate the amadysis we will only consider the
continuous-time crror system (21 with constant
gam adaptation alonthm (43) Foas convenment Lo

— rf.fv-_-—w
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tanstornm (Xh o the followne vanationa) form,
whnch s miore usetul for locad analysis

oYy Yy 1S34)

W, o e (53b)
where

LI B NPT R | B A PR C R B Ry

T PN N R RN IR I SO ) (53d)

Detatls on transforning (21 to (53) are in Kosut
(1983 This form of the adaptive crror system s
obtiained by hincarization of (21) about ¢*, ¢* and
7% The fincanzed perturbation response 1s <.
almost Wdentical 10 the ncarized system studied by
Rohrs and co-workers (19811 which was arrived at
by o cfinal approach analysis” The remaming
nonlincar terms X.; are contained 1n f(X). a
memoryiess nonlinearity. and in F. a time-varying
hnear operator. The charactensties of F.as well as
those of X;. depend on the adaptation gain and the
behavior of the tuned signals. ¢* and I*. For
example, with the constant gain algorithm (43). the
lincarized perturbation response 1s

A= (1 + LM) "7 + Ki*e*  (54a)
¢, = —HIYR (54b)
So= —HLIVRL (54c)
with
KN -K
F=|H*( = 2KN) H2EvK| (55
H&( = 2*KN) HRZYK
and where
|
L=-4, (56a)
Y
K=(0+LM'L (56)
M= C*HXI® + e*HY LY (56¢)
N =ZI*H? + e*H?. (56d)

Since boundedness of (¢*.£*) and stability of
(H?.HY ) arc established by definition of the tuned
system. it is not difficult to see that conditions for the
stabilty of F and the boundedness of %, are
identical. In fact, this follows if and only if the system
S:(xg. W= x, described by

XN=Aum — M) x(0)= rgt. R" (57)

is stable (Kosut, 19K3). Note that the system S iy
identical in form to the lincarized parameter error
system (#,,. E* ¢*) |- fi, in (54)

Avcummg that S L -stablo we obuan the
foliowmy Tocal stabibiny

Theorem 2
Suppose ol sstableand v o) Henee, thare
eaists L constant ¢ such that

Lo e (5K)
Under these condions af. for some o« 20,

fivgli, < b= oo 2ig (59}
then

Iy, <. (64

Proot. The proofis entirely analogous to the proof
of the hincanization theorem on p 131 of Decoer and
Vidvasaguar (1975} Detanls for this cuase muy be
found 1in Kosut (1983).

Discussion

Theorem 2 asserts that the adaptive system is
stable. i.e. bounded inside an ¢-region. provided that
Fel,-stable and the lincanzed response is
bounded and sufhiciently small. 1.e. condition (59).
No claims arc made abour the mechanism thar
provides Fe L, -stable and X, € L,. As mentioned
earlier. these are insured if the map S defined in (57)
is L, -stable. It is possible. of course. that X; € L" but
[Ix.li, exceeds the magnitude constraint of (59).
Instabifity. however. does not follow because
Theorem 2 only provides sufficient conditions.

In order for theorem 2 10 be of pracuical use. it is
necessary 1o provide stability of S without relying on
passivity of H}Y,. We will illustrate this by using
persistent excitation. Consider the system

X=—-AfH[fx+ u x(0jeR". o)

It is shown in Anderson (1977) that if 4e R™"",
A=A >0. fePE and HeSPR then (61) is
exponentially stable, 1.e. there exists constants m,
2. > 0 such that

[N(r) < mE¥|x)] + ‘- me " nn)dn (62)

1)

We will apply (62) to provide stability of § as
follows. The system § can be written as

X = —A,,El-l,.,:f'\ 4+ A — O (63a)

RV T ST ST MAaK|
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whoe II and (J are detimed via

7 AT ¥ R I (03)
N w b ((“L"
[ U ¥ N ¥ B (63d)

Companng (6300 with (o mtumtnedy. ol o PE,
H_ o SPROand O suflicienthy small then the system
(o3 equinadenthy the map S remams exponentialiy
stable Thus, by Theorem 20 an c-region of Jocal
stabihty ey The prease conditions are stated as
tollows

Cavollary 21

lLev 11,
posttive constants 2 and meas defined in (62). Then,
I el -swbleand X, e L5 f

¢ SPR and (€ PE with corresponding

s = BRI 2+l e, ()
= Lot it L tH) (64)
and
CHL D < = gy P3N (65)

Proot. Follows directly by application of Small
Gain Theory (Zames. 19661 to (63). Details may be
found in Kosut (193).

Discussion

Corollary 2.1 shows that persistent excitation is
one mechanism which provides Se L, -stable. and
hence. boundedness of X, and stability of F.
Therefore. if in addition. <, is sufficiently small (59}
then the adaptive system has a local stability.

Other mechanisms to provide stability of §
includ® dead-zones. retardation functions, and
signal normalizations. Their effect on S needs to be
determined.

Corollary 2.1 also provides an upper bound on
the effect of mode! error via (65). This is not yet in
the frequency domain form we would like, but the
bound can be quite large. Hence. H?, need not be
SPR. but only approximately so, e.g. H? e SPR.
Think of H?, being SPR only at low frequencies. In
the same way. the signal © can be viewed as the
dominant part of 2* causing excitation in that part of
the spectrum where the model error is small, e.g. also
at low frequencies. loannou and Kokotovic (1983b)
also discuss this type of frequency separation in the
regressor in the presence of high-frequency para-
SItiCs.

These results still remain incomplete because we
necd 10 know the relationships between 2, mand the
‘size’ ofz. c.g. Theorem 2 requires a bound on Ilr‘rJ ..
which iy a function of 2. m and consequently ¢, Of
further interest is the effect of dead-zones and signal

R Jonisson Ik

notmabizatons on the vanational form (34
Certamdy the nature of the memervless nonhneanty
Fov changes, as wellb as the svstem S

6 CONCEL SLONS

I this paaper we have presented aframework for
ananput output theory of adaptine control This
viewpoint provides ceomeans Woeorealisteally dee-
termine  the robustness properties of adapine
alporthns Morcover, mput output concepts i
closeh relited to measuwrement echigues, and
henee, can lead 1o the determunation of usable
cngineermg  technigques  Ino control design and
anabysis the most notable example s the use of Bode
plots for scakitr systems (Bode, 19430 and singular
value plots for multivaritble systems (Doyle and
Stein. 1981). At the present time. no simular
‘engmeering  theory™ enisty for adaptine control
design. Enroute to estabhshing such a theory nowill
be necessary to resolve some of the open issues
raiscd herein. The possible bencfit to adapine
control engimeering design is substantial.

Achnondedyemenss RLKD was partially sepported by Arr
Force Othee of Saientitic Rescarch (AT OSR) Contract Fd9o20-
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APPENDIX B

Multivariable Adaptive Control Algorithms and Their Mechanizations

for Aerospace Applications
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MU TIVARTARLY ADAPTIVE CONTHOL ALGOR I THM AND
Tl T M CATIONS FOR AMHOGOERA 'V AVELICATION
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Integrated Systems, Inc.
101 University Avenue

Yalu Alto, CA 94303
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. fPrebles F o7 alT (JTHRATIUN L ANL SPASY fTe 1T kg
BemcSpane oorntrel problems posce chalienging fraracter,stiss  S.Ed el loa FUINTIN. DuaThT

moguireTments which recent acvances in adaptive control —
are teglrrning to aicress, Several example applications hsture of ® L1rc rarriebard ® Lrcuns

Asapt ive Require- & e fuor Ciflerent e, 8>

and & Jiscussion of aercspace applications in general,
crontrast with presitus industrial and process control
pretlers ara illustrate the class of protlems of
irteres’ . Because of tne stringent performance re-
qelrencrts, mechanizaticn issues strongly influence
a.guritr~ desigr.. Tne freedom possible in adaptive
a.gorithm design 1s outlined below with particular
erpriasis cn computational costs for various algorithms
ang mogel forms. In particular the advantages of the
.attice fcrm model structure are pointed out below,
i.th a description of a new formulation for the appli-
cation of lattice forms to the control problerm,
Parallel processirg, while significant for many
apolications is not a panacea for the control problenm.
Tne potential drawbzcks and the resolution of this
{mportiant issue are acddressed in Section IV, Tne
imzifcations of the nature of aerospace problems
amenable to zdaptive control, and the state of adaptive
Tontrel research suggest a Set of capabilities and
rcele which will greatly facilitate the design process.
Tre characteristics cof these capabilities and tools and
nc+ they should be realized in hardware and software
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Speotal Control @ irmergrtly Mim ® Need very higr 3.s-
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Pety lournt
.e: ef3ctiaal

ondlysis ars gedlgr a
are discusced in Section V., Section VI summarizes the are heipfui by fueletite
. Statility
najor conclusions on the state and potential for adap-~
t.ve control application to aerospace applications. AGapt ive o Freguency-shupes o becentralize: cor- o -
Mecnantication tile gumain podel trol ey Ue cecuelar sreiL e
~ Aspects conzertrates coim Out 'C MO, OB Ca- tar T ire
trcller ener,y pieaily, Bysis3s “e- pareilel arcritec
I1. AEROSPACE ADFPTIVE CONTROL PROBLEMS o notern filter ro- liattlity, cum.ta-
€CuCey parameler tithal res.iremsr s H 3T, 0"
., e igdlion ive? and Step else COLICy" 1.7 i% u irolaes
Several aerospace problems with demanding re- ® Mysterezis Alapii.e  mert Stureane o ot
Guirements have peen addressed recently with adaptive e
control techniques. Examples are: excitation problees
siterntie: su.av
1. rotorecraft vibration suppression [1, 2] vior
2. large space structure pointing control [3],
and
ercirical models can be develspel Ly grcurs
3. aircraft wing/store flutter suppression [U], vibration, wind tunnel, or flignt tescs,
Eich of these problems have differing characteristlcs 4)  Weight and power constraints put a higher
whinch are summarized in Table 1 below. premjium on computational cost, in contrast
General characteristics present in most aerospace to say a ship autoptlot or industrial con-
arplications include: troller,
1) High bandwidths and consequently a high 5) Aerospace mission requirements generally
sampling rate requirement - rates of 200 to require more comprehensive prototyping anc
7000 hertz are noul uncomrcn. testing to reduce full system test time urng
ensure high operational reliability,
o Moot of the problems are multivar.able,
111, COMPUTATIONAL ASPECTS OF ADAPTIVE CONTHCL
?) Often a prior! information, based on physi- -
cal models of the vehicle dynamics are quite Throughout this paper, we will denote trne sState
pnhod (certainly better than the typical dimension of the mode]l by n and the number of cutfu'c
procesa contral sftus' fon)., kven where by p. We will restrict our sttention 1o the e ~f
Pry. s el nat exiat, ofter p o0 €quisl tnjuts ar ! vulputs,
g .‘\. \- &. \- . . ‘—- 3 ORI s '-' \' ‘..A_\- [ '._ - \. \-. "o re \- S °, A ‘L..\ '-L'-L' 2 " .L. S L.-L-.A‘. L..A.-A CA_K-;’:A 1‘
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Ty 11oattartive control schemes can be concep:
t..lly divided in three parts:

(1) Parameter estimation (0(n?p) for RLS type
update 0(np) for lattice

(2) Control design (0(1) for direct adaptive
control, 0{n'p’) for pole-placement

(3) Control update (0(np) for vector ARMAX,
O((n*p)?) for a state space model).

Tne second step may be trivial for direct adaptive
control. The first two steps are usually cormputa-
tionally the most expensive,

Figure 1 below gives the computation cost of ste,
‘1) ang (2) as a function of state dimension of the
identifiea model, for a 2-input 2-output system using a
J-D faclored covariance update and the minimur variance

rt~ol 3trategy for tne self-tuning regulator of

AStrom and Wittenmarh.
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4000 //
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|~
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“.gure 1, Self-tuning Regulator with U-D Update

assumptions:

‘1) 1 flop = floating point add + 1 floating point
mult
= 2 floating point adds

‘2 The vector ARMAX model has uniform delay=1 from
input to output, The observability indices of
the corresponding state-space model are generic.
1.e., = n/p, (See Hannan [5) on generic parame-
terizations).

Figure 2 below gives the computational cost of imple-
T:r.ting the servomechanism form of a ore-step ahead
~.nimum variance controller as a function of state
cimension. Other assumptions are the same as for
Figure 1.,

One obvious conclusion from these cost estimates
is that for a machine with floating point speed of
about 200k flops per second (about that of a VAX 11-780
with floating point hardware for single precision
arithmetic according to Dongarra [6]), the update rate
for a 10 state model can not exceed 150 Hz and 70 Hz
for the two cases above.

Figure 3 below shows the achievable rate for a
machine capable of performing 200k flops per second as
a function of state dimension for a 2-input 2-output
system., By comparison the control update in step (3)
takes only in and 6n flops for the regulator and con-
troller cases mentioned above, and hence 18 negligible.

Typical aerospace applications need control
Jj Tale rates of werr T70 H? ana ? kHz so that {t is

27000
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Figure 2. Self-tuning Controller with U-D Update
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Figure 3. Achievable Parameter Update Rates on a VAX

11/780 Class Machine for 2-input 2-output
Minimum Variance Controller in Single Preci-
sion Arithmetic. Solid Line is ror the
Controller Case and the Broken Line is for
the Regulator Case

clear that one cannot expect to update parameters at

the control update rate, at least with a tygpical 00w
flop serial machine. Most flight-qualified machines
available today are rated at much lower Speeds comparec
to the VAX 11-780. Consequently it is necessary to
consider algorithms that use slower update rates for
parameters, compared to the signal sampling rate. It
is also necessary to consider parallel hardware for
adaptive control algorithms,

Separation of Update Rates For Parameter Estimation ang

Control,

We consider several options for running parameter
estimation at a slower rate R/k than the control update
rate R, We assume that the data is avallable at a rate
corresponding to the control update.

(1) Skip every k-1 points of input output data
and use the kth point for parameter estima-
tion. Perform rate change from the identi-
fled mudel Lo the controi update rate mode.




cry Rttty bertorn the controel updat

Lasel L this model at the full rate.,

(77 FPertornm the 1dentification update every kth
- e teprescors of the moge]l at the
rate b, The control and 1dentificatton
pooteln are at the same rate, enabling direct
algorithos to be used,

The second alternative has two advantages over
o first ore. The computation cost of performing
c.ange of rate ts avolded, bul more importantly the
TLost metthod will result in k fold reduction in the
.. n1lst rate with the consequent aliasing and loss of
ntif1atility. Arnalysis of the second alternative
Tirotre situation where identifiatility is guaranteed
Ly proyjer parareterization and persistency of excita-
‘n can be agvne real:ly. Corvergence of the para-
ters car te estatlished (prouvicea tne SPR condlition
T or tre cector conditicon, see Kosut [8), is met) by
3 simple modi1fication of the standard proofs in Goodwin
arc Sin [92, Analysis of the first alternative has not
been done yet.

IV. PARALLEL ARCHITECTURES FOR ADAPTIVE CONTROL

Iv is possible to increase the update rate for
igenvification by using parallel architectures and/or
d1fferert algorithms. In particular the lattice forms
algorithms can provide very fast parameter update rates
for high order systems.Recently Jover and Kailath [10]
nave showr that measurement update can be implemented
ir. a parallel pipelined form.

Lattice Wavefront Architecture

The basic lattice form algorithm simply Involves
ar efficient mechanism for obtaining the least-squares
estimates of a linear-in-parameter model,

The identification update uses the model

- PN

- (4
Yeor = Oy

I' ar.c tne least squares upﬁar.e simply produces the para-

e , 1 - M
meter CN such that N 2 (yt yt) is minimized.

. The steps requlred for tﬁé‘lattlce algorithm are

geszribed in Table I]. The main advantages of the
lattice form parameter update are

(1) O(np) computation cost. However, for low
parameter dimensions (n<i6), U-D is still
more cost effective.

(2) Simultaneous lower order model identifica-
tior.,

(3) Increase in mode! order (2p states per time
point) 18 straightforward.

‘t; GSuitable for modular wavefront array pro-
cessing architectures (Lev-Ari [11]).

(5) 1t is possible to perform most computations
in fixed point arithmetic,

Lattice form algorithms have for some time not
me. N considered appropriate for adaptive control
*~ ause of the percelved need to convert the lattice
“rm structure to the ARMAX structure so that the

fariliar controller design techniques could be used.
However, direct adaptive control laws such as the
ririrur varjance type control can be implemented
directly with the lattice form model (Shah [12]), The

Voote s 1t use trial inputs v, In the fixed

TTiaents dattice prediction medél tr gererats the

dy thiat wli) mae the predictiion )l‘\ e (" Do et
current parameter estimate,

When a wavefront architecture 1s used for imple-
mentation of the lattice update, Speed up proportional
to the numbers of processors can be achieved, provided
delayed least-squares parameter estimates carn be use.d
in the controller,

It §s strajghtforward to analyze the serial
hardware case of adaptive control by reference to
results on the equivalent least-squares. The paralle!l
architecture algorithm with its attendant delays in the
coefficients due to pipelining has not been analyzed
rigorously yet., 1t appears that §f ifdentifiability of
the parameters is ensured by model structure se¢lecticr:.
and persistency of excitation, then by invoening quas:-
staticonarity of tne pcorameter estimates one could sniw
stability and convergcence.

TABLE 11I. ADAPTIVE CONTROL ALTOKITHM USING LATTICE

FORM:

True System:

A(q-")y = B(g-T)u, + (q-7)V, Vector
(ARMAX) tl t t

Identification Model:

Main lattice uses past values of

Ve

Joint lattice predicts yt‘1|xt. Xe_yr Xpop

Identification Method

The lattice coefficients el rinimize

N -
- 2 . -
Iy =y g Xy Xeoqe Xpp)® A(N"L), x, = 0 for ¢
tx1
<"0.
Prewindowed form, multichannel, cellular.
Control Computations:
° Truncate the model order if indicated by low
residuals power. -

. Find the linear affine map u_ |- vy,
for the lattice filter with the identifled Ot.' invert
the map to obtain u, such that yt‘.1 ® Yper . This

is simply linear solution of p equa:lonstiﬂ p
unknowns.

This algo>rithm of (1) finZ2ing a linear leacst
squares estimate in & linear regressior. mocdel anc (2’
then computing the control to rake the prediction bacted
on the current parameter estimates equal to some known
value, lles at the heart of a large number of "success-
ful" adaptive control algorithms, The same basic
algoritnm is also used for recursive prediction
algorithms.

Convergence and stability analysis of these
algorithms has been done extensively [13-17). Many
practical spplications have also been reported for this
class of algorithma, It is known that this class of
algorithm requiges s Stgict Positive Real (SPR) condi-
tion, f.e., [C (q ) -5) has to be SPR for conver-
gence.

To obtain the lattice form algorithm, an earlier
attempt by Friedlander [18) involved a joint process
estimation of the ARMAX system., The joint estimatior
form involved the feedback part of the system and the
fmplementation requircd computing the polynomial coe!-
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et tter gty ang enfarcing the known
e the estimates,  NO convergen.ot

performed and the numerical burden

LI T

2 St
voalyals could be
eTatned 0(n?y,

o o. Ture

arallel

t

U- 0 Fatored Meanurement Updaote

The maln disadvantage of the lattice form
alacrithm 13 that is 1t computationally costly to
sanvert lattice form models to their polynomial formas,
% 1s very hard to convert any a priori information,
w'.lh 1s grnerally in the stdate-space forn, to the
cattice form,

Tne U-D factourea measurers~nt update Kalean filter
Tooreiatuin b the bt potential for incorporating a
cnfirration in tre state-space form,  Jover ana
A LAttt c.oribe 5 pavall-l archllecture to 1mp.e-
et Une T SNt Uplate L0 thal with 2nivl proces-
s.: 5, eacn performing one floating point addition one
rloating point multiply and data transfer to and from
its neighbors in T units, can process a new p dimen-
c.7ral measurement every p(n+1)T units. (n is the
state Mimension for the Kaiman filter). The {nput-
Cu..pul Jelay between new measurements and the corres-
pording new State estimates is (2n+6)T units,

For the adaptive control algorithms the state
estimates represent the parameter estimates and conse-—
suently only delayed parameter estimates are available
fcr ccntrol computations. Computation of the sensi-

< ay
tivity matrix =%

pr.ir

Y T

aoearter

in the Extended Kalman Filter Formula-

t.2n applied tgos:ate'space models (Ljung [19]) can be
sery costly. Generally only local convergence results
-&es be established in such cases.

V. TOGLS FOR MECHANIZATION OF ADAPTIVE CONTROL

Proper tools can expecite mechanizations of
zzartive control algorithms tremendously. A represen-
~z.ive toclkit for various phases of adaptive control
:nanization is describec here. Table 3 below sum-
merizes these tocls and how they are used.

Suceh a simulafﬁon and analysis toolkit is being
ceveloped 1n MATRIXx /Systen_Build. This toolkit
involves two distinCt environments -- an analysis and
€irulation enwironment and a real-time implementation
environment. Both environments share the same model
definition data structure. The top three blocks in
73.le 3 relate to analysis/simulation, while the bottom
Lw. are referring to real-time adaptive control.

Figures 4.3 = 4,c below show an example adap-
rively controlled systerm specified in graphical block

agram form, Simulations of the candidate algorithm
=~z performed before transferring the control structure
& real-time processor.

VI. CONT_UCING REMARKS

The bandwidth, syster order, MIMO nature, and
~**%n non-minimum phase characteristics of aerospace
.1. performance applications make them an excellent
,*.rulus to a much more complete working theory of
..ptive contrcl, What will speed the implementation

.f adaptive control laws {in such an environment 1s a

set of toc.n !.r interactive specification of the adap-
tive contrr .
gerformance ,
te a

law', Simulat ion and analysis of their
1nd eff1cient transfer of the control law
real-time processor,

TABLL 3.  ADAPIIVE
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APPENDIX C

NONLINEAR CONTROL DESIGN BY GAIN SCHEDULING

Since aircraft systems are predominantly nonlinear, it is necessary to
be precise about normally accepted notions used for “inear systems su~h =s:
measures of signal magnitude (norms), gain, stability, ete. The relevant
mathematics and notation which we will use throughou*, can be found in

[Des.1], [Vid 13.

2.1 INTRODUCTION

A highly successful approach to flight control design is gain
scheduling. In fact, this approach can be applied to any nonlinear control
problem A typical gain scheduled control system is shown in Fig 2-1,
where P:LZ -> Lg is the plant (aircraft), d e L™ is zn output
disturbance and C:LZ -> LZ is the gain scheduled controller, whose
gains are scheduled as z function of the actual trajectories (u,y). Note
that C maps output error signals }:= § y 1into control error signals u
= u-u.

The first step in obtaining C 1is to design a collection of linear
controllers based on linear models, each corresponding to a particular
reference trajectory (u y) or flight/power condition in the flight regime.
Thus, the resulting controller gains are a function of the reference
flight/power condition (u,y) at that point. The control gains are then
*scheduled' as functions of the actual flight/power condition (u,y) to

achieve a continuous nonlinear control throughout the operating envelope.

Each reference (ﬁi §i) generates a linea- perturbation model, denoted

by PL . This model can be ob*tained 2s a first order perturbation of P
i
i.e.,

NL

P, (u.-u) = P
1

- . -2
NL u; +PLus ol full®) (2.2

NL™i L
i

Repeating for k seclected flight conditions (ﬁi y.', 1=1, ..., K

i
yields a corresponding collection of linear models {PL ""’PL }. In the
1 k

case when (ui yi‘ is an equilibrium then ui and yi are constants and
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P, is LTI. When (Gi,ii) ‘s a dynamic trajectory, then P, is LTV
i i
(linear time varying). Usually only equilibria are selected, however, to

fully ~ccount for the behavior of high performance aircraft, .t s nrcessary

P

to consider dynamic references as well as equilibrium references.

Having determined a collection of linear models {PL . P}

L
1 k
corresponding to the k-nominal trajectories {(u1,y1),...,(uk,yk)}, any
number of design techniques can be used to determine a set of linear
controllers {CL ""’CL }. The ith linear controller CL is indirectly =2
1 k i

function of the ith trajectory (ﬁi yi). Connecting this collection of
controllers as a function of the actual (u y) 1is gain scheduling.' The
resulting controller C 1s nonlinear. The same scheduling procedure can be
used to connect the collection of linear models. as shown in Fig 2-2. The
resulting nonlinear model is often referred to as a 'simplified nonlinear

14
model,' denoted by PSNL'
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Limitations in Theory

A fundamental issue in the gain scheduling procedure is that there is
no theoretical justification that the resulting nonlinear (gain scheduled)

control will provide acceptable performance while the vehicle is in transit

from one flight/power condition to another. The difficulty lies in the fact
that the linear models are only known to be valid at specific conditions, .

and no analysis has been done to evaluate the effect of modeling error.

Thus, in the evaluation phase (Fig. 2-2), if performance is not acceptable
then it is not well understood how to modify the design.

In Section 2-U we precisely define conditions under which the gain- =
scheduled contro’ler will work throughout the fligh* envelope despite (not :
necessarily small) modeling error (see Theorem 1). A key element in this
result is the quan*ification of modeling error, which is discussed in the

next section.

2 ? MODEL ERROR

The effectiveness of the linear model PL in the neighborhood of the -
i -

ith reference fui yi) can be evaluated from the test sct-up shown in Fig
2-3.

c

ct

Figure 2-3. Model Error Test Set-Up BN
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The model error test signal is defined as. -

ViiiT P(ui+u) - PNLui PLiu (2.3) ::

- 0

f' - ‘_1

Even when u = 0 there is an inherent model error bias, ﬂ

-

1

by = ”"m”p - ||(P—PNL)ui||p (2.1 :

u=0 N

The bias e¢rror is principally due to unmodeled dynamics, When u # 0, hr -

model error will be larger. Since we ultimately seek a means to assure that :f

perturbations <§i’ui) remain in a bounded neighborhood of the reference, :1

it is logical to construct a local model error test We introduce the .

-

following definitions of local gain. {

Definition: An operator G‘Lge——>Lge has finite local gain if V¥ W e Lp -

stable and Vb >0, € >0 such that: ]

>

ull < e=> |loull < ||wu]] + b (2 5) o

Hully < e => oull) < [l

. An operator G has finite local incremental gain if ¥ We Lp—stable € jf

> 0 such that: ]

N >

||u1—u2||p < e => ||Gu1—Gu?||p < HW(u1 u?)||p (2 6) ﬁ

R

N

It is convenient to introduce the nonlinear model error operator "

Lmoo_oom . . s B

Ami'Lpe > Lpe’ defined implicitly by, g

-

Vmi = Amiyi (2.7) ::‘

y

1

N

A

N

.

i

j
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Let A . have finite local gain W ., with bias b ., and finite local _
mi mi mi

incremental gain wmi' Although the bias bmi can be directly calculated

(2.4) it is not trivial to find a corresponding (e, wmi) and (e,wmi). '
For example. consider LTI local gains (wmi’wmi) with transfer iJ

functions wmi(s), wmi(s). Lot the norm be the Lz—norm This is

convenient -since the L_-norm is connected to the frequency domain via

[

Parseval's Theorem, i.e.,

172

H 1/2 @
II>-I|2=<S Ix<t>|2dt> (-Z%T S |x(jw)|2dw> (2.8) _
[e} —® '

It is 2 simple matter to select & sinusoidal perturbation u of frequency
w such that , in = ¢. Thus, wmi can have any transfer function

wmi(s) whose norm is found from the RMS test,

[W . (Gu)| = TRMS(v_.)-b . 7/RMS(y,) (2.9

Similarly, for two inputs ﬁ1 and u2, we can find a bound on the

incremental gain transfer function ﬁmi(s).
Figure 2-4 shows modeling error vs. frequency for the linear model PL
1
associated with flight condition (u1 y1). Figure 2-5 shows the modeling .

error vs. frequency for flight condition (ﬁz,yz). Note the increased

modeling error when using the model P for a different flight condition. .

Ly

Also, the error in Figs. 7-5 and 2-6 remains substantially unaffected for

frequencies above Wy where the linear model is not valid
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Figure 2-4. Model Error vs. Frequency

These tests can be repeated for each of the selected flight conditions to
yield error curves like Fig. 2-4., Although these curves are readily
obtainable from available test data, in practice they never are obtained,
because it is not clear how to use them. The IMAC procedure, however, will

exploit this data.

Limitations
Although this procedure works for LTI systems (see, e.g., [Kos.1]) it

doe. not hold for NL systems, since sums of sinusoids at the input do not

produce the same frequencies at the output. 1In other words, we do not know
. how to span the input/output space of an arbitrary nonlinear system. This
ll is an area for further basic research.

~

Control Gain Error

The preceding discussion about model error can be repeated exactly for

H control gain error, defined as:
vgi := Cu - CL.u (2.10)
i
where C is the gain scheduled controller and CL is the linear
i
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controller corresponding to the ith reference (ﬁi,ii). The "est set-up is
shown in Fig. 2-5. By analogy with (2.7) introduce the nonlinear gain

m m i
error operator A . : L --> L, defined implicitly b
p gi pe pe p y by

vV . = A .u (2.11)

Let Agi have finite local gain ng (with zero bias) and finite

incremental gain wgi'

2.3 THEORETICAL BASIS FOR IMAC
The theoretical foundation for our IMAC methodology is to

quantitatively assess the impact of model error and gain error on control

objectives. Using the definitions of model error (2.7) and gain error
(2.11), the gain-scheduled system (Fig. 2-4) can be put in the form shown in

Fig. 2-6 where

(2 12)

Figure 2 5. Gain Error Test
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Figure 2-6. Equivalent Gain-Scheduled System

- Results on stability and performance robustness are contained in Theorem 1,
below.
; Theorem 1:

Consider the system of Fig. 2-6, as described by (2 12). Assume that:

(A1) e €L
B (A2) G ¢ Lp—stable (G is also linear)

(A3) A has finite local gain, i.e , ¥ W e L stable and ¥b > 0,
€ > 0 such that: P

e lHell < e=> ||Ao||p§ ||We”p+b
o (A4) A has finite local incremental gain, i.e., ¥ W e L_ stable,
~ € > 0 such that: P

ley-esl1, < € = ”AeT-Ae?Hp < ||ﬁ(e1-e?)||p

Under these conditions, the system is (locally) Lp—stable if:

r

i Y (WG) < 1

(i) p( G)

(11) “eL||p52<e

(11> flef] < e+ Yp(G)[1—Yp(ﬁG)J'1[Y(W)E + bl <€
¢




Proof:

Application of the Linearization Theorem of Des.1].

General Remarks

Assumptions (A1) and (A2) assert that the closed-loop perturbation
(local) system is stable. This, of course, is established by the local
design procedure

The remarkable aspect of Theorem ' is that conditions (i) - (iii),

which guarantee stability and performance, only involve linear operators, -

despite the fact that the actual system (Fig. 2-4) is nonlinear. The

effects of the actual nonlinear system Aappear implicitly in the local
gains/bias (W, ﬁ,b). Conditions /i) - (iii) must be repeated along the .

significant equilibrium and dynamic references in the flight envelope.

Stability Robustness

Condition (i) is a generalization of the usual stability robustness

test (see, e.g., [Doy.1]1, {Saf.1], [Kos.1]) but includes LTV systems as well

as LTI systems. -,

Performance Robustness .
Conditions (ii) (iii) must be satisfied to guarantee that u;

||§1|p L€, 1i.e., given model error (W, ﬁ) and performance tolerance ¢,

L]

then it remains to select C such that (ii) - (iii) is satisfied. These

L
conditions provide the means to quantitatively modify unacceptable

-

performance (see flowchart in Fig. 2-5).

In the case where the actual system is LTI (P,P € G), all the gain

NL
operators Yp(.) in (i) - (iii) can be replaced with the matrix norm , ,
and (i) - (iii) become frequency dependent (see, e.g., [Kos 1] for details).

This property is lost for the nonlinear problem at hand.
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Selection of Norm Measure

iﬂ The I_.2 norm, which is useful in model error analysis and stability

robustness, does not give a complete performance measure. For example,

P ]
W

e < a does not preclude |e(t) > a for some t € [o,w).T'However,
2__

' ||e”eo < B together with ||e||2 < a gives a more complete performance
b. evaluation. Conditions (i) (iii) can be used with the L_ norm but this

impacts the model error (or gain error) test procedure, and opens an area

for basic research in model error testing

2.4 MODEL ERROR ALLOCATION

Theorem 1 provides the means to examine the model error allocation

)

problem: given performance bounds (e, €) find allowable model error (W,

W b). This is a difficult and important problem, since the solution allows

T

for approximate model building and evaluation at an early stage of design.
" Consider the simple case where local gain and local incremental gain

are approximately identical, i.e.,

W ¥ (2.10)

For sufficiently small (E,E) it is possible that W 1is close to W.

However, even under these simple conditions we cannot isolate W in (2.14)

ll without introducing undue conservatism. Specifically, although
Y (WG) < Y _ (W)Y (G (2.11)
p(HE) < Y (W)Y (G)

r it is possible that Yp(WG) << Yp(W)Yp(G), ergo, significant conservatism.

Even so, (2.10), (2.11), together with (2.14) give,

ef
£ G
p( )

W) = < .
Yp(W) YD(W)g b <1 (2.12)
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Although (2.12) is only an approximate /possibly highly conservative)
solution to model error allocation, we propose to investigate conditions =
under which it is appropriate. This will provide a useful first s‘ep in the
study. In particular, we will also consider simple types of nonl-inear
systems, such as P of (2.9) which has a single slope restricted

NL
memoryless nonlinearity. After studying that simple form we will examine -

M an an o e aa o

more complicated cases involving interconnections of slope restricted

memoryless nonlinearities,
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